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Schedule Overview

Saturday, March 24, 2018
11:00 am- 1:30 pm
11:00 am - 6:30 pm
12:00 - 1:30 pm

1:00 pm - 1:30 pm

Exhibitor Check In, Exhibit Hall C

On-site Registration & Pre-Registration Check In, Grand Ballroom Foyer
Data Blitz Session 1, Back Bay A&B

Data Blitz Session 2, Back Bay C&D

Data Blitz Session 3, Grand Ballroom

Poster Session A Set-Up, Exhibit Hall C

1:30 — 3:30 pm Poster Session A, Exhibit Hall C

1:30 - 5:30 pm Exhibits Open, Exhibit Hall C

2:45-3:15pm Coffee Service, Exhibit Hall C

3:30 - 5:30 pm Big Theory versus Big Data: What Will Solve the Big Problems in Cognitive Neuroscience? David Poeppel,
Grand Ballroom

> 3:30 -4:00 pm Talk 1: The Important of the Small for Understanding the Big, Eve Marder

> 4:00-4:30 pm Talk 2: Which Presents the Biggest Obstacle to Advances in Cognitive Neuroscience Today: Lack of Theory or Lack of
Data? Jack Gallant

> 4:30-5:00 pm Talk 3: Data Driven Everything, Alona Fyshe

> 5:00-5:30 pm Talk 4: Neuroscience, Deep Learning, and the Urgent Need for an Enriched Set of Computational Primitives, Gary
Marcus

5:30-6:30 pm Keynote Address, The Consciousness Instinct, Michael S. Gazzaniga, University of California, Santa Barbara,
OPEN TO THE PUBLIC (Q&A to follow), Grand Ballroom

5:15-5:30 pm Poster Session A Take-Down, Exhibit Hall C

5:30 pm Exhibit Hall Closed for the Day — No Entry

6:30 - 7:30 pm Welcome Reception, Grand Ballroom Foyer

Sunday, March 25, 2018

7:30 - 8:00 am Exhibit Hall Access for Exhibitors/Poster Session B Set-up Only, Exhibit Hall C

7:30 am - 5:30 pm On-site Registration & Pre-Registration Check In, Grand Ballroom Foyer

8:00-8:30 am Continental Breakfast, Exhibit Hall C

8:00 - 10:00 am Communications Open House, Press Room, Kent

8:00 — 10:00 am Poster Session B, Exhibit Hall C

8:00 am - 5:00 pm
10:00 am - 12:00 pm

>

>
4
>

10:00 — 10:24 am
10:24 - 10:48 am
10:48 - 11:12 am

11:12-11:36 am
11:36 - 12:00 pm

10:00 - 12:00 pm

4
4

10:00 - 10:24 am
10:24 - 10:48 am

Exhibits Open, Exhibit Hall C

Invited Symposium 1 From Cage to Clinic: Integrative Neuroscience to Understand and Improve Cognition and
Emotion Function in Healthy and Clinical Populations, Cindy Lustig, Chair, Back Bay ABCD

Talk 1: From Top-Down to “Bottoms-Up”: Converging Approaches to Understand the Neural Systems Involved in
Attention and Cognitive Control, Cindy Lustig

Talk 2: Bridging the Translational Gap Using Touchscreens: Attention and Memory in Neurodegenerative and
Neuropsychiatric Disease, Tim Bussey

Talk 3: Graph Theory as a Translational Bridge to Understand Cognitive and Emotional Development, Damien Fair
Talk 4: Building on Animal Models to Understand Mechanisms of Threat Control in Humans, Elizabeth Phelps

Talk 5: Q&A Period, The Speakers will take Questions from the Audience.

Invited Symposium 2 — “Human and Machine Cognition — The Deep Learning Challenge’, Nikolaus Kriegoskorte,
Chair, Grand Ballroom

Talk 1: Introduction to Deep Learning for Cognitive Neuroscientists, Nikolaus Kriegeskorte

Talk 2: Deep Net Models of Vision: Architecture and Domain-Specific Training, Katherine Storrs
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> 10:48 - 11:12 am
> 11:12-11:36 am
> 11:36 - 12:00 pm
11:30 - 11:45 am

Talk 3: Analysis-By-Synthesis — Efficient Inverse Graphics in Biological Face Processing Systems, llker Yildirim
Talk 4: The Transparency of Deep Learning Networks, Aude Oliva

Talk 5: Q&A Period, The Speakers will take Questions from the Audience.

Poster B Take-Down, Exhibit Hall C

12:00 - 1:00 pm Lunch Break (On your own)

12:00 - 1:00 pm Poster C Set-Up, Exhibit Hall C

1:00 — 3:00 pm Poster Session C, Exhibit Hall C

2:30-3:00 pm Coffee Service, Exhibit Hall C

3:00 - 5:00 pm Symposium 1 Memory Modulation via Direct Brain Stimulation in Humans, Cory Inman, Chair, Back Bay A&B

> 3:00-3:24 pm Talk 1: Electrical Stimulation of Entorhinal Cortex and Hippocampus Impairs Temporal and Allocentric Representations
in Human Episodic Memory, Josh Jacobs

> 3:24-3:48 pm Talk 2: Network-Based Brain Stimulation Selectively Impairs Spatial Retrieval, Nitin Tandon

> 3:48-4:12pm Talk 3: Advancements in Intracranial Stimulation of the Entorhinal Area for Enhancement of Episodic Memory, Nanthia
Suthana

> 4:12-4:36 pm Talk 4: Closed-Loop Stimulation of Temporal Cortex Rescues Functional Networks and Improves Memory, Youssef
Ezzyat

> 4:36 - 5:00 pm Talk 5: Direct Electrical Stimulation of the Amygdala Enhances Event-Specific Declarative Memory in Humans, Cory
Inman

3:00 - 5:00 pm Symposium 2 Understanding Human Visual Cognition Through Multivariate and Computational Analysis of
MEG and EEG Data, Radoslaw Martin Cichy, Chair, Back Bay C&D

> 3.00-3:24 pm Talk 1: Oscillatory Dynamics of Perceptual to Conceptual Representations in the Ventral Visual Pathway, Alex Clarke

> 3:24-3:48 pm Talk 2: Fast, Invariant Representations for Human Action in the Visual System, Leyla Isik

> 3:48-4:12 pm Talk 3: Comparing Dynamics of Processing Streams in Blind and Sighted Readers, Santani Teng

> 4:12-4:36 pm Talk 4: Identifying the Neural Architecture of Perceptual Decision Making with Normative, Shallow and Deep Neural
Network Approaches, Jean-Rémi King

> 4:36-5:00 pm Talk 5: Unique Aspects of Human Object Processing Revealed by MEG and EEG, Dimitrios Pantazis

3:00 - 5:00 pm Symposium 3 The Next 25 Years of Cognitive Neuroscience: Opportunities and Challenges, Brad Postle, Chair,
Grand Ballroom

> 3:00-3:24 pm Talk 1: Grounding Models of Neural Function in First Principles, Gyorgy Buzsaki

> 3:24-3:48 pm Talk 2: Neural Dynamics, Recurrent Neural Networks and the Problem of Time, Dean Buonomano

> 3:48-4:12pm Talk 3: Field potentials, fMRI, and the Order of Operations: Why the Two Measures are Blind to Different Parts of the
Neuronal Responses, Dora Hermes

> 4:12-4:36 pm Talk 4: Establishing Neural Principles of Dynamic and Interactive Social Behaviors, Steve Chang

> 4:36-5:00 pm Talk 5: Is lesion Analysis still Relevant for Contemporary Cognitive Neuroscience? Nina Dronkers

4:45 - 500 pm Poster Session C Take-Down, Exhibit Hall C

5:00 - 6:00 pm 25t Annual George A. Miller Prize in Cognitive Neuroscience Lecture, Objects, Agents, and Persons: From Core
Cognition to New Systems of Knowledge, Elizabeth Spelke, Grand Ballroom

5:00 pm Exhibit Hall Closed for the Day — No Entry

6:30 pm CNS 25t Anniversary Gala, Tickets Required, Constitution Ballroom

Monday, March 26, 2018

7:30 - 8:00 am Exhibit Hall Access for Exhibitors/Poster Session D Set-Up Only, Exhibit Hall C

8:00 - 8:30 am Continental Breakfast, Exhibit Hall C

8:00 —10:00 am Communications Open House, Press Room, Kent

8:00 — 10:00 am Poster Session D, Exhibit Hall C

8:00 - 5:30 pm On-site Registration & Pre-Registration Check In, Grand Ballroom Foyer

8:00 — 5:45 pm Exhibits Open, Exhibit Hall C
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10:00 - 12:00 pm

vV vvyVwvyy

10:00 — 10:24 am
10:24 - 10:48 am
10:48 - 11:12 am
11:12 - 11:36 am
11:36 — 12:00 pm

10:00 am - 12:00 pm

vvVvyVvwvyy

10:00 — 10:24 am
10:24 — 10:48 am
10:48 - 11:12 am
11:12-11:36 am
11:36 - 12:00 pm

10:00 am - 12:00 pm

>
4

4

4
>

10:00 - 10:24 am
10:24 - 10:48 am

10:48 - 11:12 am

11:12-11:36 am
11:36 - 12:00 pm

10:00 am — 12:00 pm

vvyYwvyy

>

10:00 — 10:24 am
10:24 — 10:48 am
10:48 —11:12 am
11:12 - 11:36 am
11:36 - 12:00 pm

11:30 - 11:45 am
12:00 - 1:30 pm
12:15-1:15 pm

1:30 - 2:00 pm
1:30 - 2:00 pm
2:00 - 2:30 pm

2:30-4:30 pm
3:30 —4:00 pm
4:30 - 5:30 pm

5:30 — 5:45 pm
5:45-7:15pm
5:45 pm

7:30 — 10:30 pm

Symposium 4 Episodic Memory Formation: From Neural Circuits to Behavior, Gabriel Kreiman, Chair, Ueli
Rutishauser, Co-Chair, Grand Ballroom

Talk 1: Introduction + In Memoriam for John Lisman + Episodic Memory Formation in Real Life, Gabriel Kreiman
Talk 2: Probing the Circuitry of Human Declarative Memory at the Single-Neuron Level, Ueli Rutishauser

Talk 3: Neural Coding of Space and Time for Episodic Memory, Michael Hasselmo

Talk 4: Imagination, Creativity, and Episodic Retrieval, Daniel Schacter

Talk 5: What is an ‘Episode’ in Episodic Memory? Moving Beyond a Single Moment to Understanding How Temporally
Extended Episodic Memories are Constructed from Ongoing Experience, Lila Davachi

Symposium 5 Are We All Chained to the Rhythm? Periodicity in Human Perception and Behavior, Benedikt
Zoefel, Chair, Back Bay A&B

Talk 1: Temporal Organization of Multiple Objects in Bottom-Up and Top-Down Attention, Huan Luo

Talk 2: A Dynamic Interplay within the Frontoparietal Network Underlies Rhythmic Spatial Attention, lan C. Fiebelkorn
Talk 3: The Rhythms of Sensorimotor Integration: Action Planning and Perceptual Oscillations, Alessandro Benedetto
Talk 4: Can we Find Auditory Perceptual Cycles?, Benedikt Zoefel

Talk 5: Extended Discussion

Symposium 6 Top-Down Attention to Time: A neural Oscillatory Perspective, Malte Wostmann, Chair, Back Bay
Cé&D

Talk 1: Rhythmic Facilitation of Temporal Attention as Revealed by Psychophysics and MEG, Saskia Haegens

Talk 2: EEG Power and Phase Influence Trial-By-Trial Behavioral Responses in a Temporal Association Task, Sanne
ten Oever

Talk 3: Neural Tracking of Different Temporal Scales of Speech Predicts Successful Speech-in-Noise Comprehension,
Anne Keitel

Talk 4: Stimulating the Neural Oscillatory Dynamics of Auditory Attention to Time and Space, Malte Wdstmann

Talk 5: Oscillatory Brain Activity Determines the Timescale of Human Cognition, Randolph Helfrich

Symposium 7 Developmental Cognitive Neuroscience: Brain Construction from the Fetus through Old Age, Nim
Tottenham, Chair, Constitution Ballroom

Talk 1: Stress of a Mother is Reflected in the Developing Brain of her unborn Child, Moriah E. Thomason

Talk 2: Cortico-Amygdala Connectivity Development: The Importance of Childhood, Nim Tottenham

Talk 3: The Developing Adolescent Brain: Insights from Cognitive Neuroscience, Adriana Galvan

Talk 4: Mapping Changes in Brain Areal Organization across Development and Beyond, Ting Xu

Talk 5: Q&A Period

Poser Session D Take-Down, Exhibit Hall C

Lunch Break (On your own)

Workshop Latest Need to Know Re: NIH Funding Plus Training, Career and Research Grant Opportunities,
Kathy Mann Koepke, NICHD/NIH, Back Bay A&B

Poster Session E Set-Up, Exhibit Hall C

YIA 1 The Interface of Memory and Perception, Morgan Barense, Constitution Ballroom

YIA 2 Deconstructing Episodic Memory: An Information Processing Approach, Mike Yassa, Constitution
Ballroom

Poster Session E, Exhibit Hall C

Coffee Service, Exhibit Hall C

The Fred Kavli Distinguished Career Contributions in Cognitive Neuroscience Lecture, The Representation of
Objects in the Brain: Nature or Nurture, Alfonso Caramazza, Grand Ballroom

Poster Session E Take-Down, Exhibit Hall C

CNS Trainee Professional Development Panel, Constitution Ballroom

Exhibit Hall Closed for the Day — No Entry

CNS Student Trainee Social Night, Dillon’s
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Tuesday, March 27, 2018

7:30 - 8:00 am

8:00 - 8:30 am

8:00 — 10:00 am

8:00 am - 12:00 pm
8:00 am - 3:00 pm
10:00 am - 12:00 pm
> 10:00 - 10:24 am
10:24 - 10:48 am
10:48 - 11:12 am
11:12-11:36 am
11:36 - 12:00 pm
10:00 am - 12:00 pm

vvvywyy

> 10:00 - 10:24 am
> 10:24 - 10:48 am

> 10:48 —11:12am
> 11:12-11:36 am
> 11:36 - 12:00 pm
11:45 am - 12:00 pm
12:00 pm

12:00 - 1:30 pm

1:30 pm - 3:30 pm

> 1:30 - 1:54 pm

> 1:54-2:18 pm
> 2:18-2:42 pm

> 2:42-3:06 pm
> 3:.06 -3:30 pm
1:30 - 3:30 pm

1:30 - 1:54 pm
1:54 - 2:18 pm
2:18 — 2:42 pm
2:42 - 3:06 pm

vvvyywvyy

> 3:06-3:30 pm
1:30 - 3:30 pm

1:30 - 1:54 pm
1:54 — 2:18 pm
2:18 - 2:42 pm
2:42 - 3:06 pm
3:06 - 3:30 pm

vvVvyywyy

Exhibit Hall Access for Exhibitors/Poster Session F Set-Up Only, Exhibit Hall C

Continental Breakfast, Exhibit Hall C

Poster Session F, Exhibit Hall C

Exhibits Open, Exhibit Hall C

On-site Registration & Pre-Registration Check In. Grand Ballroom Foyer

Invited Symposium 3 Neural Mechanisms of Adaptive Forgetting, Michael Anderson, Chair, Back Bay ABCD
Talk 1: A Species-General Retrieval-Specific Mechanism of Adaptive Forgetting, Michael C. Anderson

Talk 2: Remembering Causes Adaptive Forgetting of Cortical Memory Traces, Maria Wimber

Talk 3: Molecular Neurobiology of Active Forgetting, Ronald L. Davis

Talk 4: The Persistence and Transience of Memory, Paul Frankland

Talk 5: Q&A Period, The Speakers will take Questions from the Audience.

Invited Symposium 4 What Makes Musical Rhythm Special: Cross-Species, Developmental, and Social
Perspectives, Jessica Grahn, Chair, Constitution Ballroom

Talk 1: Neural Adaptation May Set the Stage for the Perception of Musical Beat, Vani G. Rajendran

Talk 2: Predicting “When” in Rhythm: Neural Mechanisms Underlying Beat-Based

and Memory-Based Expectations, Fleur L. Bouwer

Talk 3: Live Music Increases Intersubject Synchronization of Audience Members’ Brain Rhythms, Molly J. Henry
Talk 4: Musical Rhythms in Infancy: Social and Emotional Effects, Laura Cirelli

Talk 5: Q&A Period, The Speakers will take Questions from the Audience.

Poster Session F Take-Down, Exhibit Hall C

Exhibit Hall Closed for the Day — No Entry

Lunch Break (On your own)

Symposium 8 Mechanisms of Sleep’s Role in Memory and Emotion Processing, Rebecca Spencer, Chair, Jan
Born, Co-Chair, Back Bay A&B

Talk 1: Investigating Autonomic and Central Nervous System Contributions to Memory Consolidation during Sleep,
Sara C. Mednick

Talk 2: Interacting Effects of Emotional and Episodic Memory Consolidation During Sleep, Jan Born

Talk 3: Preferential Consolidation of Emotionally Salient Information During a Nap is Preserved in Middle Age, Jessica
Payne

Talk 4: Changes in Sleep-dependent Emotional Memory Processing with Aging and Development, Rebecca Spencer
Talk 5: Facilitated Discussion, Rebecca Spencer

Symposium 9 Neural Dedifferentiation and Age-Related Cognitive Decline, Joshua Koen, Chair, Michael Rugg,
Co-Chair, Back Bay C&D

Talk 1: Age-Related Neural Dedifferentiation: Scope, Cause, and Consequences, Thad A. Polk

Talk 2: Investigating Dedifferentiation in Visual Cortex Underlying False Memories in Aging, Caitlin Bowman

Talk 3: The Relationship between Age, Neural Dedifferentiation, and Memory Encoding, Joshua D. Koen

Talk 4: Impoverished Representations of Object Stimuli Revealed by Abnormal Eye Movement Behaviour, Morgan D.
Barense

Talk 5: Age-Related Neural Dedifferentiation — Some Points for Discussion, Michael D. Rugg

Symposium 10 Hierarchical Cortical Rhythms and Temporal Predictions in Auditory and Speech Perception,
Anne Keitel, Chair, Johanna M. Rimmele, Co-Chair, Constitution Ballroom

Talk 1: Dissociating the Roles of Theta and Delta Neural Entrainment in Speech Processing, Anne Kosem

Talk 2: Motor Origin of Temporal Predictions in Auditory Attention, Benjamin Morillon

Talk 3: Lexical and Sub-Lexical Effects on Speech Segmentation, Johanna M. Rimmele

Talk 4: Isolating Neural Indices of Continuous Speech Processing at the Phoneme-Level, Giovanni M. Di Liberto
Talk 5: Linking Language and Oscillations through Rhythmic Computation, Andrea E. Martin
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Statement on Principles of Community
and Code of Conduct

An open exchange of ideas, the freedom of thought and expression, and respectful scientific debate are central to the aims and goals of the
Cognitive Neuroscience Society (CNS). CNS stands firmly for an environment that recognizes the inherent worth of every person and group,
that fosters dignity, understanding, and mutual respect, and that celebrates diversity. The Governing Board and committee members of CNS
endorse a safe, respectful and harassment-free experience for members, speakers/presenters and staff of the CNS.

Harassment and hostile behavior are unwelcome at CNS before, during and after organized lectures and poster sessions. We stand against
harassment based on race, gender, religion, age, appearance, national origin, ancestry, disability, sexual orientation, and gender identity, or
any other category. Harassment includes degrading verbal comments, deliberate intimidation, stalking, harassing photography or recording,
inappropriate physical contact, and unwelcome sexual attention. The policy is not intended to inhibit challenging scientific debate, but rather to
promote it by ensuring that all are welcome to participate in a shared spirit of scientific inquiry. These principles apply equally to scientific and
social events organized by CNS.

Any concerns should be conveyed to a member of our Diversity, Outreach and Training Committee:

Richard Prather, (Chair) prather! @umd.edu

Amy Belfi. amybelfi@mst.edu

Bhismadev Chakrabarti, b.chakrabarti@reading.ac.uk
Audrey Duarte, audrey.duarte@psych.gatech.edu
Christopher Madan, christopher.madan@nottingham.ac.uk
Noa Ofen, noa.ofen@wayne.edu

Aleksandra Sherman, asherman@oxy.edu;

Bradley Voytek, bradley.voytek@gmail.com
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Keynote

Michael Gazzaniga,
\ University of California, Santa Barbara

i Keynote Address, OPEN TO THE PUBLIC
Saturday, March 24, 2018, 5:30 — 6:30 pm, Grand Ballroom

The Consciousness Instinct

How do neurons turn into minds? How does physical “stuff’—atoms, molecules, chemicals, and
cells—create the vivid and various alive worlds inside our heads? This problem has gnawed at us for
millennia. In the last century there have been massive breakthroughs that have rewritten the science
of the brain, and yet the puzzles faced by the ancient Greeks are still present. In this lecture | review
the the history of human thinking about the mind/brain problem, giving a big-picture view of what
science has revealed. Understanding how consciousness could emanate from a confederation of
independent brain modules working together will help define the future of brain science and artificial
intelligence, and close the gap between brain and mind.

8 Cognitive Neuroscience Society



George A Miller Prize

Congratulations to Elizabeth Spelke
for being awarded this honor!

Elizabeth Spelke will accept this prestigious award and deliver her
lecture on Sunday, March 25, 2018, 5:00-6:00 pm, in the Grand
Ballroom.

Objects, Agents, and Persons: From Core
Cognition to New Systems of Knowledge

Elizabeth Spelke

Harvard University

| Young children rapidly develop
a basic, commonsense

understanding of how the world
) works. Research on infants
suggests that this
understanding rests in part on
| ancient systems, shared by
other animals, for representing
bodies and their motions,
| agents and their intended
actions, social beings and their
experienced states of
engagement, places and their
distances and  directions,
geometric forms, and approximate number. These core cognitive systems
are innate, abstract, sharply limited, and opaque to intuition: in young
infants, they operate automatically and largely independently of one
another. Infants’ knowledge grows, however, not only through learning
capacities that enrich these systems and are common to all animals, but
through a fast and flexible learning process that generates new systems
of concepts and likely is unique to our species. The latter process
composes new, explicit concepts by combining productively the concepts
from distinct core knowledge systems. The compositional process is
poorly understood but amenable to study, through coordinated
interdisciplinary research. To illustrate, this talk will focus on infants’
knowledge of objects, agents, and social beings, and on two new systems
of concepts that emerge quite suddenly at the end of the first year:
concepts of objects as kinds whose forms afford specific functions for
action, and concepts of people as social agents whose mental states are
shareable experiences of the things they act upon.

About the George A. Miller Prize in Cognitive

Neuroscience

The George A. Miller Prize in Cognitive Neuroscience was established in
1995 by the Cognitive Neuroscience Society to honor the innovative
scholarship of George A. Miller, whose many theoretical advances have
greatly influenced the discipline of cognitive neuroscience. The first ten
years of the prize were funded by generous support from the James S.
McDonnell Foundation.

Each year the Prize shall recognize an individual whose distinguished
research is at the cutting-edge of their discipline with realized or future
potential, to revolutionize cognitive neuroscience. Extraordinary
innovation and high impact on international scientific thinking should be a
hallmark of the recipient’s work.

An annual call for nominations for the George A. Miller Prize will be made
to the membership of the society. The recipient of the prize will attend the
annual meeting of the Cognitive Neuroscience Society and deliver the
George A. Miller lecture.

Previous Winners of the George A. Miller
Lectureship

2017 Dr. David Van Essen, Washington University in St Louis

2016 Brian Wandell, Isaac and Madeline Stein Family Professor
2015 Patricia Kuhl, Ph.D., University of Washington

2014 Jon Kaas, Ph.D., Vanderbilt University

2013 Fred Gage, Ph.D., The Salk Institute

2012 Eve Marder, Ph.D., Brandeis University

2011 Mortimer Mishkin, Ph.D., NIMH

2010 Steven Pinker, Ph.D., Harvard University

2009 Marcus Raichle, Ph.D., Washington University School of Medicine
2008 Anne Treisman, Ph.D., Princeton University

2007 Joaquin M. Fuster, Ph.D., University of California Los Angeles
2006 Steven A. Hillyard, Ph.D., University of California San Diego
2005 Leslie Ungerleider, Ph.D., National Institute of Mental Health
2004 Michael Posner, Ph.D., University of Oregon

2003 Michael Gazzaniga, Ph.D., Dartmouth College

2002 Daniel Kahneman, Ph.D., Princeton University

2001 William Newsome, Ph.D., Stanford University

2000 Patricia Churchland, Ph.D., University of California, San Diego
1999 Giacommo Rizzolatti, Ph.D., University of Parma, Italy

1998 Susan Carey, Ph.D., New York University

1997 Roger Shepard, Ph.D., Stanford University

1996 David Premack, Ph.D., CNRS, France

1995 David H. Hubel, Ph.D., Harvard Medical School
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The Fred Kavli Distinguished
Career Contributions Award

Congratulations to Alfonso
Caramazza, for being awarded this
honor!

Alfonso Caramazza will accept this prestigious award and deliver his
lecture on Monday, March 26, 2018 from 4:30 - 5:30 pm, in the Grand
Ballroom.

The Representation of Objects in the Brain:
Nature or Nurture

Alfonso Caramazza

Harvard University

Different regions of human
high-level visual cortex show
highly reliable preference for
different object domains, and
they form part of distinct neural
networks. What characterizes
these object domains? And,
how does this specialization
emerge? The balance between
nature and nurture has been a
long-standing  question in
neuroscience and cognitive
science. One view holds that
the observed organization rests
on an evolutionarily determine
skeletal structure. A strong
alternative holds that the putatively domain-specific organization emerges
through experience operating over domain-general, low-level, perceptual
principles. The role of experience in distinguishing between these two
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theoretical frameworks is fundamental. | will discuss some of the
neuropsychological and neuroimaging evidence, the latter focusing on
individuals deprived of sensory or motor experience, which | believe favors
the view that the skeletal structure of object domain specialization is
genetically determined.

About the Distinguished Career

Contributions Award

The Distinguished Career Contributions Award (DCC) was established in
2012 and it has been sponsored by the Fred Kavli Foundation since 2016.
This award honors senior cognitive neuroscientists for their sustained and
distinguished career, including outstanding scientific contributions,
leadership and mentoring in the field of cognitive neuroscience.

An annual call for nominations for the Fred Kavli Distinguished Career
Contributions Award will be made to the membership of the society. The
recipient of the prize will attend the annual meeting of the Cognitive
Neuroscience Society and deliver the Fred Kavli Distinguished Career
Contributions lecture.

Previous Winners of the Distinguished
Career Contributions Award:

2017 Marcia K. Johnson, Yale University

2016 James Haxby, University of Trento, Dartmouth College
2015 Marta Kutas, Ph.D., University of California, San Diego
2014 Marsel Mesulam, M.D., Northwestern University

2013 Robert T. Knight, M.D., University of California, Berkeley
2012 Morris Moscovitch, Ph.D., University of Toronto

KAVLI FOUNDATION


http://www.kavlifoundation.org/

Young Investigator Award

Congratulations to the 2018 Young
Investigator Award Winners.

Morgan Barense, University of Toronto
Mike Yassa, University of California, Irvine

YIA special lectures take place on Monday, March 26, 2018, 1:30 —2:30 pm, in the
Constitution Ballroom of the Sheraton Boston Hotel in Boston, MA

The purpose of the awards is to recognize outstanding contributions by scientists
early in their careers. Two awardees, one male and one female, are named by the
Awards Committee, and are honored at the CNS annual meeting. Each award
includes $500 US to be used by the winners toward travel costs to the meeting, or
for any other purpose.

The interface of memory and perception
Monday, March 26, 2018, 1:30 —2:00 pm, Constitution Ballroom

Morgan Barense
University of Toronto

How does the act of perceiving
an object influence how one will
subsequently remember it? A
central assumption in  most
modern theories of memory is
that memory and perception
are functionally and
anatomically segregated. For
example, amnesia resulting
from medial temporal lobe
(MTL) lesions is traditionally
considered to be a selective
deficit in long-term declarative
memory with no effect on
perceptual processes. This view is consistent with a popular paradigm in
cognitive neuroscience, in which the brain is understood in terms of a
modular organization of cognitive function. The work | will present offers a
new perspective. Guided by computational modelling complemented with
neuropsychology and neuroimaging, | will provide support for the notion
that memory and perception are inextricably intertwined, relying on shared
neural representations and computational mechanisms. | will then
describe how this new framework can improve basic understanding of
cognitive impairments observed in Alzheimer's disease, as well as guide
development of new diagnostic procedures for those at risk for dementia.

Deconstructing Episodic Memory: An

Information Processing Approach
Monday, March 26, 2018, 2:00 —2:30 pm, Constitution Ballroom

Mike Yassa
University of California, Irvine

Memory is the bridge to our
past and future. Without
memory, we would be stuck in
a constant present, unable to
learn from our experiences and
unable to plan for the future.
Memory loss can have
catastrophic impact on life and
livelihood. Diseases that rob
 individuals of their memory
capacity, such as Alzheimer's
disease, place a tremendous
burden on individuals, families,
and global public health. This
talk will discuss our approach to understanding the neural mechanisms
underlying episodic memory (memory for ‘what’, ‘where’ and ‘when’), and
how this approach is informed by animal and computational models. | will
highlight recent advances in determining the functional division of labor in
the medial temporal lobes using a combination of targeted behavioral
paradigms and high-resolution functional MRI. This fundamental
understanding is then applied to examining memory in older adults and
assessing susceptibility to Alzheimer's disease, providing potential
avenues for clinical intervention.
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Special Events

Title Date

Time Location

CNS 25t Anniversary Gala

Sunday, March 25

6:30 — 11:30 pm Constitution Ballroom

Latest Need to Know Re: NIH Funding Plus

Training, Career and Research Grant Monday, March 26 12:15-1:15pm Back Bay A&B
Opportunities

(;:lnse;rralnee Professional Development Monday, March 26 5:45-7:15pm Constitution Ballroom
CNS Student Trainee Social Night Monday, March 26 7:30 - 10:30 pm Dillon’s

CNS 25th Anniversary Gala
March 25, 2018, 6:30-11:30 pm, Constitution Ballroom

Join us for a fun filled evening of dining and dancing as we celebrate
the 25th anniversary meeting of the Cognitive Neuroscience Society.
*Gala Ticket Required to enter.

6:30 pm - Cocktails & Hors d’oeuvre
7:00 pm - Dinner & Dancing

Cocktails and Hors d’oeuvre will be served in the Ballroom Foyer
prior to dinner. Semi Formal Attire Reuested, 21 and over.

Thank you to our sponsor [ HE :88: KAVLI FOUNDATION

Latest Need to Know Re: NIH Funding
Plus Training, Career and Research
Grant Opportunities

Monday, March 26, 12:15 - 1:15 pm, Back Bay A&B

NIH Program Directors will present tips and news you need to find your
best research fit and be successful in getting a training, career, or
research grant at NIH; plus a brief overview of grant application,
review, and funding processes. UPDATE! NEED TO KNOW: new
application forms, human subjects research and clinical trials. Find us
at this special session or look for NIH representatives throughout the
meeting.

Speaker: Kathy Mann Koepke, NICHD/NIH

CNS Trainee Professional Development

Panel

Monday, March 26, 5:45 — 7:15 pm, Constitution Ballroom
CNSTA Professional Development Panel Organizers: Sarah Kark
(Boston College), Holly Bowen (Boston College) and the CNSTA
Committee Officers.
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Speakers: Dr. Michael Yassa (CNS 2018 YIA recipient from UC
Irvine), Dr. Ingrid Olson (Temple University), Dr. Joshua Greene, and
others

Join the CNS Trainee Association (CNSTA) for the third annual
Trainee Professional Development Panel! Hear from some of the
foremost experts in the field of cognitive neuroscience as they detail
their career trajectories, discuss factors that influenced their
development, and reveal what they wish they had known as Trainees.
Part of the session time will be reserved for an open Q & A. Appropriate
for trainees of all levels!

CNS Student Trainee Social Night

Monday, March 26, 7:30 — 10:30 pm, Dillon’s located at
955 Boylston St, Boston, MA 02115

This event is open to all students and post docs of the Cognitive
Neuroscience Society.

CNSTA Social Organizers: Sarah Kark (Boston College), Holly
Bowen (Boston College.

Come and join us for the annual CNS Trainee Association (CNSTA)
Student Social Night, Monday, March 26th, after the CNS Trainee
Professional Development Panel. We will meet in front of the exit to
the Constitution Ballroom immediately following the panel (7:15 or
7:20pm) to go to the 7:30pm start of the Social. There will be no cover
charge and one free drink and appetizers will be provided for the first
150 Trainees (cash bar).

More information will be posted on the CNS Trainee Association
Facebook page (https://www.facebook.com/CNSTrainees/). We look
forward to meeting you!

HOW TO GET THERE:

From the Sheraton:

+ Head west on Belvidere St toward Dalton St

+ Tumn Right onto Dalton St

* Turn Left onto Boylston St

+ Destination will be on your right at 955 Boylston St, Boston, MA 02115



http://faculty.sites.uci.edu/myassa/
https://sites.temple.edu/cnltu/
http://www.joshua-greene.net/
https://www.facebook.com/CNSTrainees/

Big Theory versus Big Data

Big Theory versus Big Data: What Will
Solve the Big Problems in Cognitive

Neuroscience?

Saturday, March 24, 3:30 - 5:30 pm, Grand Ballroom

Co-sponsored by the Cognitive Neuroscience Institute (CNI) and the
Max-Planck-Society

Chair: David Poeppel, Max-Planck Institute & New York University
Speakers: Eve Marder, Gary Marcus, Alona Fyshe, Jack Gallant.

All areas of the sciences are excited about the innovative new ways in
which data can be acquired and analyzed. In the neurosciences, there
exists a veritable orgy of data — but is that what we need? Will the colossal
datasets we now enjoy solve the questions we seek to answer, or do we
need more ‘big theory’ to provide the necessary intellectual infrastructure?
Four leading researchers, with expertise in neurophysiology,
neuroimaging, artificial intelligence, language, and computation will
debate these big questions, arguing for what steps are most likely to pay
off and yield substantive new explanatory insight.

TALK 1: THE IMPORTANT OF THE SMALL FOR UNDERSTANDING
THE BIG.

Eve Marder, Brandeis University

The brain employs highly degenerate systems that allow for resilience and
robustness. These can be found in studies of large ensembles of neurons,
and are likely to show up in all kinds of large-scale simulations and
theoretical studies. Nonetheless, if one ever wishes to account for the
behavior of large numbers of neurons, at some point it is necessary to go
down to the cellular level for analysis to see which biological mechanisms
are consistent with conclusions made and proposed at higher levels of
analysis.

TALK 2: WHICH PRESENTS THE BIGGEST OBSTACLE TO
ADVANCES IN COGNITIVE NEUROSCIENCE TODAY: LACK OF
THEORY OR LACK OF DATA?

Jack Gallant, University of California, Berkeley

Science is a collection of methods and processes for constructing elegant
theories that can explain and predict high-dimensional data. It is obvious
that both theory and data are required. But at any point in time, progress
is likely to be limited relatively more by a lack of theory or a lack of data. It
is my contention that at the current time, progress in human cognitive
neuroscience — our ability to construct powerful explanatory, predictive
models — is more limited by a lack of data than a lack of theory. This is
because the human brain data that are available currently offer such a
coarse view of brain function that they do not provide sufficient information
to develop and test rich cognitive theories. Thus, most current cognitive
theories do not predict well either human brain data or complex behavior
under naturalistic conditions. Development of new devices, new methods
of measurement and new experimental paradigms are required in order to

support cognitive models that respect the complexity of brain structure and
function.

TALK 3: DATA DRIVEN EVERYTHING

Alona Fyshe, University in Victoria, British Columbia

The structure of every organism, including humans, is the product of
adaptation and evolution in the face of data. Clearly data is a powerful
force, but in practice we will not have eons of data at our disposal. Does
that necessarily mean we will need strong model priors? How far can we
get with big-but-finite data?

TALK 4: NEUROSCIENCE, DEEP LEARNING, AND THE URGENT
NEED FOR AN ENRICHED SET OF COMPUTATIONAL PRIMITIVES
Gary Marcus, NYU

Large strands of Al and contemporary neuroscience are dominated by a
quest to find a single computational primitive (or canonical cortical circuit)
to rule them all, typically some version of hierarchical feature detection,
first made popular by Hubel and Wiesel, and more recently by deep
learning. At first glance, the superficial success of deep learning seems to
be argument in favor of a homogenous computational system. | argue,
however, that deep learning is far more superficial than widely believed,
and that both deep learning and models of neuroscience must be
supplemented by a broad range of elementary computational devices.

Co-sponsored by the Cognitive Neuroscience Institute (CNI) and the
Max-Planck-Society
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Data Blitz

Session # Date Time Location Chair

Data Blitz Session 1 Saturday, March 24 Noon — 1:30 pm Back Bay A&B Marian Berryhill
Data Blitz Session 2 Saturday, March 24 Noon - 1:30 pm Back Bay C&D Evangelia Chrysikou
Data Blitz Session 3 Saturday, March 24 Noon - 1:30 pm Grand Ballroom Lorna Quandt

Data Blitz Sessions

A Data Blitz is a series of 5-minute talks, each covering just a
bite-sized bit of research. It will offer a fast-paced overview
of some of the most exciting research presented at this year's
poster sessions.

Data Blitz Session 1

Saturday, March 24, 12:00 - 1:30 pm, Back Bay A&B

Chair: Marian Berryhill, University of Nevada, Reno (Chair)
Speakers: Samantha Cohen, Aaron Kucyi, Karen Campbell,
Jonathan Greenberg, Megan Boudewyn, Amy Belfi, Tzipi
Horowitz-Kraus, Joe Bathelt, Richard Betzel, Pieter Verbeke,
Emily Kubicek, Guannan Shen, Daniela Palombo, Noah C.
Yeagley, Ying Cai

TALK 1: AGE AND SEX MODULATE THE VARIABILITY OF
NEURAL RESPONSES TO ENGAGING VIDEOS

Samantha Cohen'2, Agustin Petroni’, Nicolas Langer'?, Simon
Henin', Tamara Vanderwal®, Michael P. Milham38, Lucas C. Parra';
The City College of New York, 2The Graduate Center of the City
University of New York, 2Child Mind Institute, 2University of Zurich,
2Yale Child Study Center, 2Nathan Kline Institute for Psychiatric
Research

TALK 2: FREQUENCY-DEPENDENT TEMPORAL
FLUCTUATIONS OF FUNCTIONAL CONNECTIVITY WITHIN
INTRINSIC NETWORKS IN HUMAN CORTEX

Aaron Kucyi', Josef Parvizi'; 'Stanford University

TALK 3: 1 DID IT MY WAY: EXPLAINING AGE-RELATED
DECLINES IN INTER-SUBJECT SYNCHRONIZATION DURING
NATURALISTIC VIEWING

Karen Campbell', Cam-CANZ, Linda Geerligs®; 'Brock University,
2Cambridge Centre for Ageing and Neuroscience, University of
Cambridge and MRC Cognition and Brain Sciences Unit, 2Donders
Institute for Brain, Cognition and Behaviour, Radboud University

TALK 4: REDUCED INTERFERENCE IN WORKING MEMORY
FOLLOWING MINDFULNESS TRAINING IS ASSOCIATED WITH
INCREASES IN HIPPOCAMPAL VOLUME
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Jonathan Greenberg'?, Victoria L Romero®, Seth Elkin-Frankston3,
Matthew A Bezdek, Eric H Schumacher, Sara W Lazar'?
Department of Psychiatry, Massachusetts General Hospital, 2Harvard
Medical School, 2Charles River Analytics, 2Georgia Institute of
Technology

TALK 5: TRACKING ATTENTION TO SPOKEN LANGUAGE
USING EEG ALPHA OSCILLATIONS

Megan Boudewyn', Cameron Carter'; 'University of California, Davis
Talk 6: The left anterior temporal lobe is a bidirectional
convergence region mediating the relation between names and
semantic knowledge for unique entities

Amy Belfi', Brett Schneider?, Jonah Heskje3, Joel Bruss3, Daniel
Tranel?; 'Missouri University of Science & Technology, 2University of
Wisconsin-Madison, 2University of lowa

TALK 7: ALTERATIONS IN NEURAL CIRCUITS SUPPORTING
EXECUTIVE FUNCTIONS IN CHILDREN WITH READING
DIFFICULTIES

Tzipi Horowitz-Kraus'2, Rola Farah'; 'Educational Neuroimaging
Center, Faculty of Education in Science and Technology, Technion,
Haifa, Israel, 2Reading and Literacy Discovery Center, General
Pediatrics, Cincinnati Children's Hospital Medical Center, Ohio, USA

TALK 8: THE CINGULUM AS AN IMPORTANT MEASURE OF
INDIVIDUAL DIFFERENCE IN BRAIN DEVELOPMENT

Joe Bathelt!, Mengya Zhang', the CALM team!, Duncan Astle’; TMRC
Cognition & Brain Sciences Unit, University of Cambridge

TALK 9: THE SPECIFICITY AND ROBUSTNESS OF LONG-
DISTANCE CONNECTIONS IN WEIGHTED INTER-AREAL
STRUCTURAL BRAIN NETWORKS

Richard Betzel!, Danielle Bassett!; 'University of Pennsylvania

TALK 10: FAST SYNCHRONIZATION AND SLOW SYNAPTIC
LEARNING AS A SOLUTION TO THE STABILITY-PLASTICITY
DILEMMA

Pieter Verbeke!, Tom Verguts'; 1Ghent University

TALK 11: DEAF SIGNERS’ SENSORIMOTOR SYSTEM ACTIVITY
DURING PERCEPTION OF ONE AND TWO HANDED SIGNS



Emily Kubicek’, Lorna C. Quandt'; 'Gallaudet University

TALK 12: EXPLORING CATEGORICAL AND FUNCTIONAL
BOUNDARIES OF TACTILE PERCEPTION USING
SOMATOSENSORY MISMATCH RESPONSES

Guannan Shen', Peter J. Marshall'; 'Department of Psychology,
Temple University

TALK 13: HIPPOCAMPAL CONTRIBUTIONS TO REWARD
LEARNING

Daniela Palombo'2, Mieke Verfaellie!2; VA Boston Healthcare
System Jamaica Plain, 2Boston University School of Medicine,
Department of Psychiatry

TALK 14: EXPERTISE MATTERS IN EVALUATING STUDENTS’
ORGANIZATION OF NEUROSCIENCE CONCEPTS

Noah C. Yeagley', Jennifer L. Stevenson', Joel P. Bish'; 'Ursinus
College

TALK 15: THE INFLUENCE OF STORAGE CAPACITY VERSUS
CONTROL IN VISUAL WORKING MEMORY CAPACITY
LIMITATIONS

Ying Cai'2, Andrew D Sheldon3, Bradley R Postle?4; 'National Key
Laboratory of Cognitive Neuroscience and Learning, Beijing Normal
University, 2Department of Psychiatry, University of Wisconsin—
Madison, 2Medical Scientist Training Program and Neuroscience
Training Program, University of Wisconsin-Madison, 2Department of
Psychology, University of Wisconsin-Madison

Data Blitz Session 2

Saturday, March 24, 12:00 - 1:30 pm, Back Bay C&D

Chair: Evangelia Chrysikou, University of Kansas

Speakers: Katarzyna Siuda-Krzywicka, Renee M. Visser, Patrick
Ledwidge, Xiaoqing Hu, Rola Farah, Jie Zheng, Darya Zabelina,
C")rjan de Manzano, Louisa Kulke, Huang Zheng, Felipe Pegado,
Gunes Sevinc, Pin-Hao Andy Chen, Amandine E. Grenier, Julie
Sato

TALK 1: COLOR CATEGORIZATION WITHOUT COLOR NAMING:
NEUROPSYCHOLOGICAL EVIDENCE

Katarzyna Siuda-Krzywicka', Christoph Witzel2, Emma Chabani,
Myriam Taga?®, Laurent Cohen'4, Paolo Bartolomeo?; '1. Inserm U
1127, CNRS UMR 7225, Sorbonne Universités, UPMC Univ Paris 06
UMR S 1127, Institut du Cerveau et de la Moelle épiniére, ICM,
Hépital de la Pitié-Salpétriére, Paris, France, 2Justus-Liebig-
Universitat Gieen, 2University of East London, ZHopital de la Pitié
Salpétriere Paris, France

TALK 2: PERSISTENCE OF HIPPOCAMPAL ACTIVATION
PATTERNS IN POST-ENCODING REST PREDICTS
SUBSEQUENT VOLUNTARY, BUT NOT INVOLUNTARY RECALL
OF DISTRESSING FILM CLIPS

Renee M. Visser!, Richard N. Henson', Emily A. Holmes'?; "Medical
Research Council Cognition and Brain Sciences Unit, University of
Cambridge, UK, 2Karolinska Institutet, Stockholm, Sweden

TALK 3: A LATE SLOW FRONTAL POSITIVITY ERP REFLECTS
THE RESOLUTION OF CONTEXTUAL AMBIGUITY DURING
NARRATIVE DISCOURSE COMPREHENSION

Patrick Ledwidge!, Adam Ramsey!, Jeremy Foust'; 'Baldwin Wallace
University

TALK 4: BIASING MEMORY REPLAY DURING SLEEP: A
QUANTITATIVE SYNTHESIS OF TARGETED MEMORY
REACTIVATION EFFECTS

Xiaoging Hu, Larry Y. Cheng?, Ken A. Paller2; 'The University of
Hong Kong, 2Northwestern University

TALK 5: FUNCTIONAL AND STRUCTURAL CONNECTIVITY OF
COGNITIVE CONTROL NETWORKS DURING NARRATIVE
COMPREHENSION FROM BIRTH TO 9 YEARS

Rola Farah', Tzipi Horowitz-Kraus'; 'Technion- Israel Institute of
Technology, 2Cincinnati Childrens Hospital Medical Center

TALK 6: ORBITOFRONTAL CORTEX INTEGRATES AMYGDALA-
HIPPOCAMPAL INFORMATION AND GUIDES SCHEMA-BASED
EMOTIONAL CATEGORIZATION

Jie Zheng', Jack J. Lin'2; "University of California, Irvine,
2Comprehensive Epilepsy Program, Irvine, CA

TALK 7: EVERYTHING YOU CAN IMAGINE IS REAL:
COMPONENT PROCESSES AND BRAIN SYSTEMS OF
IMAGINATION.

Darya Zabelina', Jessica Andrews-Hanna?; 'University of Arkansas,
2University of Arizona

TALK 8: NEUROANATOMICAL DIFFERENCES BETWEEN
MONOZYGOTIC TWINS DISCORDANT FOR MUSICAL PRACTICE
Orjan de Manzano', Fredrik Ullén'; "Karolinska Institutet

TALK 9: COMBINING EYE-TRACKING AND EEG TO MEASURE
ATTENTION TO SALIENT AND EMOTIONAL STIMULI

Louisa Kulke'23, Janette Atkinson34, Oliver Braddick4, Annekathrin
Schacht'2; "University of Gottingen, 2Leibniz-ScienceCampus
Primate Cognition, 2University College London, 2University of Oxford
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TALK 10: REDUCED PERSISTENCE OF SPONTANEOUS BRAIN
ACTIVITY IN SCHIZOPHRENIA

Huang Zheng'2, Jianbo Gao'2 'School of Computer, Electronics and
Information, Guangxi University, China, 2Institute of Complexity
Science and Big Data Technology, Guangxi University, China

TALK 11: HIEERARCHICAL NEURAL REPRESENTATIONS
BEHIND NATURALISTIC ‘SOCIAL NORM’' PERCEPTION IN
AUTISM AND CONTROLS

Felipe Pegado, Hans Op de Beeck'; 'KU Leuven

TALK 12: MINDFULNESS-BASED STRESS REDUCTION
IMPROVES FEAR EXTINCTION: AN FMRI INVESTIGATION

Gunes Sevinc'?, Britta Holzel3, Muhammed Milad', Sara W. Lazar!?;
"Massachusetts General Hospital, Division of Psychiatry, 2Harvard
Medical School, 2Technical University of Munich, Klinikum rechts der
Isar

TALK 13: INTER-SUBJECT REPRESENTATIONAL SIMILARITY
ANALYSIS REVEALS INDIVIDUAL VARIATIONS IN AFFECTIVE
EXPERIENCE WHEN WATCHING EROTIC MOVIES

Pin-Hao Andy Chen?, Eshin Jolly!, Todd F. Heatherton', Luke J.
Chang?; 'Dartmouth College

TALK 14: CHILDREN ENGAGE SEMANTIC PROCESSES TO
VERIFY ARITHMETIC FACTS: EVIDENCE FROM THE N400
Amandine E. Grenier', Vanessa Cerda', Danielle S. Dickson', Bianca
0. Obinyan', Jacob P. Momsen23, Nicole Y.Y. Wicha'; 'The
University of Texas at San Antonio, 2University of California San
Diego, 2San Diego State University

TALK 15: ALPHA OSCILLATORY SYNCHRONY UNDERLYING
WORKING MEMORY MAINTENANCE IN CHILDREN

Julie Sato’2, Sarah Mossad'2, Simeon Wong?, Benjamin Hunt?,
Benjamin Dunkley2, Mary Lou Smith'2, Margot Taylor'2; "The
Hospital for Sick Children, 2University of Toronto

Data Blitz Session 3

Saturday, March 24, 12:00 - 1:30 pm, Grand Ballroom

Chair: Lorna Quandt, Gallaudet University

Speakers: Colleen Schneider, Esti Blanco-Elorrieta, Alexander
Belden, Kevin P. Madore, Ekaterina Denkova, James A.
Brissenden, Kelly A. Vaughn, Giulia V. Elli, Sara Cadavid,
Jennifer Zuk, Nora Preuss, Rebecca Cutler, Heather Bruett,
Trevor Brothers, Benjamin N. Conrad
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TALK 1: NEUROPLASTIC AND NEUROVASCULAR
CONTRIBUTIONS TO VISUAL RECOVERY IN POST-STROKE
CORTICAL BLINDNESS

Colleen Schneider'2, Emily Prentiss2, Zoe Williams', Bogachan
Sahin', Bradford Mahon'2; University of Rochester School of
Medicine and Dentistry, 2University of Rochester School of Arts
Sciences and Engineering

TALK 2: TASK SWITCHING DECOMPOSED: MEG EVIDENCE
FROM BIMODAL LANGUAGE SWITCHING

Esti Blanco-Elorrieta’2, Karen Emmorey?3, Liina Pylkkanen'.2; New
York University, 2NYUAD Institute, 2San Diego State University

TALK 3: HEARING CREATIVELY: DEFAULT NETWORK
SELECTIVELY SYNCHRONIZES TO AUDITORY CORTEX IN JAZZ
IMPROVISING MUSICIANS

Alexander Belden?, Tima Zeng?, Emily Przysinda', Psyche Loui;
"Wesleyan University

TALK 4: NEURAL MECHANISMS OF EPISODIC RETRIEVAL
SUPPORT DIVERGENT CREATIVE THINKING

Kevin P. Madore!, Preston P. Thakral2, Roger E. Beaty?, Donna
Rose Addis?, Daniel L. Schacter?; 'Stanford University, 2Harvard
University, 2University of Auckland

TALK 5: IN SEARCH OF MIND WANDERING: DYNAMIC
FUNCTIONAL CONNECTIVITY DURING REST AND TASK
Ekaterina Denkova', Jason S. Nomi', Shruti Gopal Vij', Lucina Q.
Uddin', Amishi P. Jha'; 'University of Miami

TALK 6: VISUAL FIELD REPRESENTATIONS IN HUMAN
CEREBELLUM

James A. Brissenden', Sean M. Tobyne!, David E. Osher2, Emily J.
Levin3, Mark A. Halko#, David C. Somers'; '‘Boston University, 20hio
State University, 2Brown University, 2Harvard Medical School and
Beth Israel Deaconess Medical Center

TALK 7: MANAGING TWO LANGUAGES RELATES TO
MANAGING TWO GOALS: FMRI EVIDENCE FROM TASK-
SWITCHING

Kelly A. Vaughn', Arturo E. Hernandez'; "University of Houston

TALK 8: THE NEURAL BASIS OF VERB AND NOUN SEMANTIC
REPRESENTATIONS IN CONGENITALLY BLIND INDIVIDUALS
Giulia V. Elli*, Rashi Pant!, Rebecca Achtman?, Marina Bedny?;
1Johns Hopkins University, 2DePauw University

TALK 9: WHAT HAPPENS IN THE HUMAN BRAIN WHEN
EXPLICIT WARNINGS REDUCE FALSE MEMORIES?

Sara Cadavid', M. Soledad Beato?, Mar Suarezz; 'Universidad del
Rosario, Colombia, 2Universidad de Salamanca, Spain



TALK 10: RELATIONSHIPS BETWEEN WHITE MATTER IN
INFANCY AND SUBSEQUENT LANGUAGE ABILITIES IN
PRESCHOOL

Jennifer Zuk'2, Michael Figuccio®, Xi Yu', Joseph Sanfilippo?, Jade
Dunstan’, Clarisa Carruthers?, Ellen Grant'2, Nadine Gaab'253;
Boston Children's Hospital, 2Harvard Medical School, 2Harvard
Graduate School of Education

TALK 11: FULL-BODY OWNERSHIP ILLUSION ELICITED BY
VISUO-VESTIBULAR INTEGRATION
Nora Preuss?, Henrik Ehrsson'; 'Karolinska Institutet

TALK 12: SEARCHING FOR SEMANTIC KNOWLEDGE: A
VECTOR SPACE SEMANTIC ANALYSIS OF THE FEATURE
GENERATION TASK

Rebecca Cutler!, Nate Klooster?, Melissa Duff!, Sean Polyn’;
"Wanderbilt University, 2University of Pennsylvania

TALK 13: THE ROLE OF INTER-REGION INFORMATION
SYNCHRONY IN PROCESSING VISUAL STIMULI
Heather Bruett!, Marc Coutanche?; 'University of Pittsburgh

PHILOSOPHICAL
TRANSACTIONS B

TALK 14: TWO LATE POSITIVITIES DURING SENTENCE
COMPREHENSION: THE INFLUENCE OF WRAP-UP AND
COGNITIVE CONTROL

Trevor Brothers'2, Eddie Wlotko3, Simone Riley!, Margarita Zeitlin',
Connie Choi', Gina Kuperberg'2; 'Tufts University, 2Massachusetts
General Hospital, ZMoss Rehabilitation Research Institute

TALK 15: NETWORK TOPOLOGY OF SYMBOLIC AND
NONSYMBOLIC NUMBER PROCESSING: A 7T FMRI STUDY
Benjamin N. Conrad?, Eric D. Wilkey!, Gavin R. Price!; 1Peabody
College, Vanderbilt University

Philosophical Transactions B Recent issues include:
publishes high quality theme issues - Interpreting BOLD: a dialogue
on topics of current importance between cognitive and cellular
and general interest across the life neuroscience

sciences. Each issue creates an

« Interoception beyond homeostasis:

authoritative synthesis, showcasing
current developments and providing
a foundation for future research.

Visit bit.ly/TBproposals to find out how to submit a proposal for a theme issue

rstb.royalsocietypublishing.org
W @rsocpublishing

THE

ROYAL Image: A baboon gets lost in

his thoughts, by Davide Giglio,

SO‘ IE I Y awarded a special commendation

in the Royal Society Publishing

PUBLISHING photography competition, 2015.

affect, cognition and mental health

« The origins of numerical abilities
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General Information

Abstracts

Poster abstracts can be found in the printed program and in the PDF
version which is downloadable from www.cogneurosociety.org.

ATM

An ATM is located in the hotel for your convenience.

Audiovisual Equipment for Talks

LCD projectors (e.g., for PowerPoint presentations) will be provided in
all rooms where spoken sessions are scheduled; however, computers
will NOT be provided. Presenters must bring their own computers and
set them up BEFORE the start of the session in which they are
presenting. Facilities will be provided to allow several computers to be
connected to the LCD projector in a room. Presenters are strongly
encouraged to arrive in their scheduled symposium room a minimum
of 30 minutes before their talks so that they know how to set up their
equipment.

Baggage Check

The Bell Desk - Assistance with luggage, packages and other carry-
on's, is located with the Concierge, next to the front desk.

Business Center

The Business Center is located on the second floor. The following
services are available: Copy Services, Facsimile Services, On-Site
Computers, Internet Access, Typing Services, and Shipping Services
(UPS and FedEx). After staffed hours, the business center can be
accessed with your room key to access computers with internet and
printing capabilities

Catering

Catering will be available during the conference and is included in the
registration fee. Please refer to the table below for the catering times.

Saturday, March 24
Coffee Service, 2:45 - 3:15 pm, Exhibit Hall C
Welcome Reception, 6:30 — 7:30 pm, Grand Ballroom Foyer
Sunday, March 25
Continental Breakfast, 8:00 — 8:30 am, Exhibit Hall C
Coffee Service, 2:30 — 3:00 pm, Exhibit Hall C

Monday, March 26
Continental Breakfast, 8:00 — 8:30 am, Exhibit Hall C
Coffee Service, 3:30 — 4:00 pm, Exhibit Hall C
Tuesday, March 27
Continental Breakfast, 8:00 — 8:30 am, Exhibit Hall C
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Certificate of Attendance

To receive a Certificate of Attendance please visit the Registration
Counter on the Grand Ballroom Foyer of the Sheraton Boston Hotel at
the end of meeting. If you require any changes, we will be happy to
email/mail a copy after the meeting. See also Receipts.

Chair People

Please ensure that you are available in your presentation room at least
thity minutes before the start of the session. Persons chairing
sessions are asked to keep the talks on time.

Code of Conduct

The Cognitive Neuroscience Society is committed to providing a safe
and professional environment during our annual meeting. All CNS
members are expected to conduct themselves in a business-like and
professional manner. It is unlawful to harass a person or employee
because of that person’s sex or race. Harassment is defined by
hostile or offensive behavior towards another.

Communications Open House

CNS Public Information Officer Lisa Munoz will answer your
questions, give advice, and talk about the communication and press
services CNS offers. No appointment needed. Just grab some
breakfast and drop in.

Sunday March 25, 8am-10am, Kent Room
Monday March 26, 8am-10am, Kent Room

Contact Us

To contact us onsite, visit the Registration Counter in the Grand
Ballroom Foyer of the Sheraton Boston Hotel or send an email to
meeting@cnsmeeting.org We will respond to your email at our
soonest opportunity.

Disclaimer

The Program Committee reserves the right to change the meeting
program at any time without notice. Please note this program is correct
at time of print.

Drink Ticket

Each Attendee will receive one drink ticket; it can be redeemed for
alcoholic or non-alcoholic beverages at the Welcome Reception on
Saturday. Lost drink tickets will not be replaced.

Exhibit Hall

The conference exhibit is located in Exhibit Hall C of the Sheraton
Boston Hotel. Located in this room are the posters, exhibit booths,


http://www.cogneurosociety.org/

and catering. The Exhibit Hall is open to all attendees at the following
times:

Saturday, March 24

Sunday, March 25
Monday, March 26
Tuesday, March 27

1:30 pm - 5:30 pm
8:00 am - 5:00 pm
8:00 am — 5:45 pm
8:00 am - 12:00 pm

Facebook

Find us on Facebook search for “Cognitive Neuroscience Society” and
like us!

Hotel

The Sheraton Boston Hotel is our exclusive Hotel for the CNS 2018
Annual Meeting and where all CNS 2018 meeting events will be held.
Sheraton Boston Hotel located at 39 Dalton Street, Boston, MA,
02199.

Hotel Restaurants

SideBar and Apropos. Whether you are in the mood for quick
refreshment or a full meal, the culinary offerings at SideBar and
Apropos will satiate you with an unforgettable interpretation of global
dining.

Internet Access

CNS attendees will receive complimentary wireless internet, ideal for
web browsing, social networking, and checking emails only, within the
meeting rooms and exhibit hall.

Lost & Found

The meeting Lost and Found is located at the Registration Counter on
the Grand Ballroom Foyer of the Sheraton Boston Hotel.

Member Services

The member services desk is located at the Registration Counter on
the Grand Ballroom Foyer of the Sheraton Boston Hotel. The member
services desk will be open at the following times:

Saturday, March 24
Sunday, March 25
Monday, March 26
Tuesday, March 27

11:00 am - 6:30 pm
7:30 am - 5:30 pm
8:00 am - 5:30 pm
8:00 am - 3:00 pm

Message Center

Messages for meeting registrants can be left and retrieved at the
Registration Counter on the Grand Ballroom Foyer of the Sheraton
Boston Hotel. A bulletin board will be available for announcements and
job postings.

Mobile Phones

Attendees are asked to silence their mobile phones when in sessions.

Name Badges

The Sheraton Boston Hotel is open to public access. For security
purposes, attendees, speakers and exhibitors are asked to wear their
name badges to all sessions and social functions.

Entrance into sessions is restricted to registered attendees only.
Entrance to the Exhibition will be limited to badge holders only. If you
misplace your name badge, please go to the Registration Counter on
the Grand Ballroom Foyer of the Sheraton Boston Hotel for a
replacement.

Parking

The Sheraton Boston Hotel offers secured and covered Valet parking.
Parking rates are currently $58/day and self parking at $42/day with in
and out privileges for guests and non-guests. (Please note this
information was correct at time of print.)

Phone Charging Station

There will be a small phone charging station located at the Registration
Counter on the Grand Ballroom Foyer of the Boston Sheraton Hotel.

Photo Disclaimer

Registration and attendance at, or participation in, the Cognitive
Neuroscience Society meetings and other activities constitute an
agreement by the registrant/attendee to CNS’s use and distribution
(both now and in the future) of the registrant's or attendee's image in
photographs of such events and activities.

Poster Sessions

Poster sessions are scheduled on Saturday, March 24, Sunday, March
25, Monday, March 26, and Tuesday, March 27. The presenting author
must be present during the assigned session and other authors may
be present to answer questions. The poster sessions are in the Exhibit
Hall C of the Sheraton Boston Hotel. Badges are required at all times.
Do not leave personal items in the poster room.

Printed Program Booklet

One copy of the printed program booklet is available to each attendee.
If you would like a second copy please check in at the Registration
Counter in the Grand Ballroom Foyer of the Sheraton Boston Hotel on
the last day of the event. Every effort has been made to produce an
accurate program. If you are presenting at the conference, please
confirm your presentation times as listed in this program. Attendees
will also have the option to view the program by downloading it from
our website after the meeting has concluded.

Receipts

You received two receipts via email, one at the time of purchase and
a second with your registration confirmation. Please email the
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registration desk if you require an additional copy. See also Certificate
of Attendance.

Receptions

The Welcome Reception will be held in the Grand Ballroom Foyer,
from 6:30-7:30 pm on Saturday, March 24, directly following the
Keynote Address.

Registration

The Registration Counter is located in the Grand Ballroom Foyer of the
Sheraton Boston Hotel. The Registration Counter will be open at the
following times:

Saturday, March 24
Sunday, March 25
Monday, March 26
Tuesday, March 27

11:00 am - 6:30 pm
7:30 am - 5:30 pm
8:00 am - 5:30 pm
8:00 am - 3:00 pm

Smoking
Smoking is not permitted in or outside any of the meeting rooms or the
exhibition hall.

Speakers

All speakers must register and wear name badge to present. Please
ensure that you are available in your presentation room at least thirty
minutes before the start of the session. See also Audiovisual
equipment for Talks.

Transportation

The T, will take you to multiple different locations throughout
Massachusetts. Fare runs between $1.70 - $7.00. It is affordable and
reliable.
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Bus Service: Boston Express Bus, C&J Bus Lines, Concord Coach
Lines, Dartmouth Coach, Peter Pan Bus, Plymouth & Brockton Bus
CO.. Prices ranging from $15-$20.

Water taxi/ shuttle is a convenient and enjoyable way to get to and
from Logan Airport. Fares run between $3.50 - $18.50 depending on
which water transportation you choose. These include: MBTA Harbor
Express, Boston Water Taxi- Boston Harbor Cruises, and Rowes
Wharf Water Transport.

*Fares subject to change without notice.

Twitter

Follow CNS Annual Meeting (@CNSmtg). Our Hashtag this year is
#CNS2018

Website

http://www.cogneurosociety.org

SAVE THE DATE

CNS 2019
Annual Meeting
Will be held in
San Francisco, CA on
March 23-26, 2019
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Exhibitors

Visit our exhibitors in Exhibit Hall C of the Boston Sheraton Hotel

ANT-North America
BIOPAC Systems, Inc.

Brain Products GmbH

Brain Vision. LLC
Cambridge University Press
Guger Technologies OG
MIT Press

Neuroelectrics Corp

NIRx Medical Technologies, LLC
NITRC

Phillips EGI

Psychology Software Tools
Rogue Research, Inc.
Routledge, Taylor & Francis
Soterix Medical, Inc.

SR Research Ltd

Tobii Pro

Exhibits

Exhibit Hours

The conference exhibits are located in Boston Sheraton Hotel.
Located in this room are the posters, exhibit booths, and catering. The
Exhibit Hall C is open to all attendees at the following times:

Saturday, March 24
Sunday, March 25
Monday, March 26
Tuesday, March 27

1:30 pm - 5:30 pm
8:00 am - 5:00 pm
8:00 am - 5:45 pm
8:00 pm —12:00 pm

GSA/PFA Awards

Congratulations to the 2018 winners of the Graduate Student Awards and the Post-Doctoral Fellow Awards.
Each winner receives a monetary stipend to cover conference travel expenses.

Graduate Student Award Winners
Alyssa J. Kersey, University of Rochester

Andrew Chang, McMaster University

Aneesha Nilakantan, Northwestern University

Matthew Moore, University of lllinois at Urbana-Champaign

Alex Wiesman, University of Nebraska Medical Center

Aditya Jayashankar, National Institute of Mental Health and Neuro
Sciences (NIMHANS)

Rachel Romeo, Harvard University, Division of Medical Sciences,
Massachusetts Institute of Technology

Post-Doctoral Fellow Award Winners
Julia W. Y. Kam, University of California, Berkley

Eric C. Fields, Boston College, Brandeis University
Avinash Vaidya, Brown University

Alexandra N. Trelle, Stanford University

Victoria Brunsdon, University of Kent

Stacey Bedwell, Birmingham City University

Beatriz Martin-Luengo, National Research University- Higher Schc
Economics

Elena Barbieri, Northwestern University

Rafal Jonczyk, Adam Mickiewicz University

David Rothlein, VA Boston Healthcare System
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Invited-Symposium Sessions

# Title Date Time Location
From cage to clinic: Integrative neuroscience to understand and improve Back Bay

1 cognition and emotional function in healthy and clinical populations Sunday, March 25 10:00 am - Noon ABCD

2 Human and Machine Cognition - The Deep Learning Challenge Sunday, March 25 10:00 am - Noon :::?:om

3 Neural Mechanisms of Adaptive Forgetting Tuesday, March 27 10:00 am - Noon i;(é(DBay
What makes musical rhythm special: cross-species, developmental, and Constitution

Invited Symposium Session 1

FROM CAGE TO CLINIC: INTEGRATIVE NEUROSCIENCE
TO UNDERSTAND AND IMPROVE COGNITION AND
EMOTIONAL FUNCTION IN HEALTHY AND CLINICAL
POPULATIONS

Sunday, March 25, 10:00 am - 12:00 pm, Back Bay ABCD

Chair: Cindy Lustig, University of Michigan

Speakers: Cindy Lustig, Tim Bussey, Damien Fair, Elizabeth
Phelps

Most of us conduct research on basic processes of cognition and
emotion with the goal of helping to guide the development of
interventions that can improve functioning in both healthy people and
those with psychiatric or neurodegenerative disease - or at least that's
what we say in our grant applications! In many cases, such
interventions are first tested on animal models. Conversely, patient
studies often serve as “natural experiments” that help elucidate basic
cognition (e.g., HM, Phineas Gage). The talks in this session describe
research that takes this integrative, translational approach to
understand the neural circuitry underlying attention, memory, and
emotion, including the critical role of this research in meeting the
Research Domain Criteria mandate of understanding cognition across
the continuum from normal to disordered function.

TALK 1: FROM TOP-DOWN TO “BOTTOMS-UP”:
CONVERGING APPROACHES TO UNDERSTAND THE
NEURAL SYSTEMS INVOLVED IN ATTENTION AND
COGNITIVE CONTROL

Cindy Lustig"; 'University of Michigan

Cognitive neuroscience uses a plethora of methods, in part because
each provides only a limited window into neurocognitive interactions. |
will describe how rodent, genetic, and human neuroimaging studies
that use converging methods can help disentangle the complex neural
systems that support bottom-up, stimulus-driven attention and top-
down, goal-driven cognitive control. Neuroimaging studies in patients
and genetic populations help illuminate which aspects of the circuity
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that activate in studies of healthy young adults may be essential for
different aspects of attentional control — and which may merely be
correlated. The rodent studies help to examine in more detail how that
circuitry is modulated by cholinergic and dopaminergic systems.
Finally, combining the results of PET imaging of declines in these
different neuromodulator systems with behavioral studies in patients
with Parkinson’s disease and rodents with experimental damage to
those systems helps us understand how they contribute to both
cognitive deficits and the risk for falls.

TALK 2: BRIDGING THE TRANSLATIONAL GAP USING
TOUCHSCREENS: ATTENTION AND MEMORY IN
NEURODEGENERATIVE AND NEUROPSYCHIATRIC
DISEASE

Tim Bussey'; "Western University, London, ON, Canada.

Animal models are an indispensable tool for the study of normal
cognition, and for understanding and discovering treatments for
disorders of attention, memory, and other aspects of cognition. A major
goal in the use of the animal models of cognition is translation: the
ability successfully to transfer our behavioural results in animals to
studies in humans (and, indeed, back again). However, the currently
most widely used animal behavioural tests are very dissimilar to those
used with human subjects, and criticism has been levied at animal
research for using methodology that does not translate. The
touchscreen method, in which mice and rats interact with an ipad-like
touchscreen, provides the ability to test rodents on tasks in many
cases identical, in all important respects, to the computerised tests
increasingly used in humans. Furthermore some of the touchscreen
tests developed in rodents are now being used successfully in human
research. By taking such an approach we have a better chance of
achieving successful translation from rodent to human in the study of
normal cognition, and in discovering treatments for disorders of



cognition in, e.g., neuropsychiatric and neurodegenerative disease. In
my talk | will illustrate this approach by describing experiments in
neurodegenerative and neuropsychiatric disease in mice, rats and
humans. I'll also describe our plans for touchscreencognition.org, an
outward-facing, open-access resource for touchscreen users (now
about 200 labs) around the world, including facilitating the combination
of touchscreens with e.g., optogenetics and miniscopes, searchable
databases, and on-site training.

TALK 3: GRAPH THEORY AS A TRANSLATIONAL BRIDGE TO
UNDERSTAND COGNITIVE AND EMOTIONAL DEVELOPMENT
Damien Fair'; 'Oregon Health and Science University

Research in psychiatry often relies on the assumption that the
diagnostic categories identified in the DSM represent homogeneous
syndromes. However, the mechanistic heterogeneity that potentially
underlies the existing classification scheme might limit discovery of
etiology. In our current work, we expand on previous brain imaging
methods and use graph theory, specifically community detection, to
clarifying behavioral and functional heterogeneity in children with
ADHD and Autism. We follow-up on these findings and highlight the
potential for non-invasive functional imaging to serve as a translational
bridge between human and animal models to better target the
pathology from these discoveries. We argue that illumination of such
phenomena will have significant practical importance for
understanding typical development and to identifying the etiologic
underpinnings of atypical developmental trajectories.

TALK 4: BUILDING ON ANIMAL MODELS TO UNDERSTAND
MECHANISMS OF THREAT CONTROL IN HUMANS
Elizabeth Phelps’; "New York University

Animal models of associative threat learning provide a basis for
understanding human fears and anxiety. Building on research from
animal models, we explore a range of means maladaptive defensive
responses can be diminished in humans. Extinction and emotion
regulation, techniques adapted in cognitive behavioral therapy, can be
used to control learned defensive responses via inhibitory signals from
the ventromedial prefrontal cortex to the amygdala. One drawback of
these techniques is that these responses are only inhibited and can
return, with one factor being stress. | will review research examining
the lasting control of maladaptive defensive responses by targeting
memory reconsolidation and present evidence suggesting that the
behavioral interference of reconsolidation in humans diminishes
involvement of the prefrontal cortex inhibitory circuitry, although there
are limitations to its efficacy. | will also describe two novel behavioral
techniques that might result in a more lasting fear reduction, the first
by providing control over stressor and the second by substituting a
novel, neutral cue for the aversive unconditioned stimulus.

TALK 5: Q&A PERIOD
The speakers will take questions from the audience.

Invited Symposium Session 2

HUMAN AND MACHINE COGNITION - THE DEEP
LEARNING CHALLENGE

Sunday, March 25, 10:00 am - 12:00 pm, Grand Ballroom
Chair: Nikolaus Kriegeskorte, Zuckerman Institute and
Department of Psychology, Columbia University
Speakers: Nikolaus Kriegeskorte, Katherine Storrs, llker
Yildirim, Aude Oliva

Deep neural networks are brain-inspired models of distributed
computation across deep representational hierarchies. With roots in
neuroscience and cognitive science, these systems are currently
revolutionizing artificial intelligence (Al). What does this mean for
Cognitive Neuroscience? In this Symposium we address this question
from multiple perspectives. Neural networks provide a modeling
framework that is neurobiologically plausible, but abstracts from
biological details. In the last five years, engineering has demonstrated
the computational power of such models in Al applications. We now
have hardware and software that enables us to model cognition at
scale. It is time to integrate neural network modeling with cognitive
neuroscience. An emerging literature uses deep neural networks to
model how the brain implements cognition. Each of the four talks in
this Symposium will last 25 min and will be followed by 5 min of
questions and answers.

TALK 1: INTRODUCTION TO DEEP LEARNING FOR COGNITIVE
NEUROSCIENTISTS

Nikolaus Kriegeskorte'?; 1Columbia University, 2Zuckerman
Institute

This talk will explain how deep neural networks work and how a given
model can be tested with brain activity measurements and behavioral
data. The modern developments in engineering will be briefly outlined
in their historical context. Results of comparing representational
geometries between deep convolutional neural networks for object
recognition and the ventral visual pathway show that the models
capture the representational stages from early visual retinotopic
representations to high-level category-specific representations more
accurately than any other class of computational model.

TALK 2: DEEP NET MODELS OF VISION: ARCHITECTURE AND
DOMAIN-SPECIFIC TRAINING
Katherine Storrs*; 'University of Giessen

Although loosely inspired by the mammalian visual system, deep
convolutional neural networks (DCNNSs) are engineering solutions to
the task of object recognition, and diverse architectures have proven
successful at that task. In earlier studies, using relatively shallow
architectures below cutting-edge classification accuracy, greater depth
and higher task performance were associated with better prediction of
object representations in inferior temporal (IT) cortex (Khaligh-Razavi
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& Kriegeskorte, 2014; Yamins et al., 2014). Our results show that this
is not the case for state-of-the-art deep architectures: the deepest,
best-performing DCNNs, such as 50-100 layer deep residual
networks, are not best at explaining human IT. We find that
architecture interacts with training. Before training, randomly-weighted
networks of diverse architectures explain a significant but similar
proportion of variance in IT representations. After object-classification
training, networks diverge in their ability to explain IT, and this ability
is not predicted by either depth or final network classification accuracy.
Training the same architecture on different tasks leads to networks
with representations that best match different cortical subregions; a
16-layer net trained to identify faces best predicts representations in
the fusiform face area, and one trained to classify scenes best predicts
representations in the parahippocampal place area. There is great
scope to better understand cortical computations by discovering the
architectures and training regimes which most closely arrive at the
representation of visual information in the brain.

TALK 3: ANALYSIS-BY-SYNTHESIS - EFFICIENT INVERSE
GRAPHICS IN BIOLOGICAL FACE PROCESSING SYSTEMS
liker Yildirim'; "Massachusetts Institute of Technology

The visual system must not only recognize and localize objects, but
also perform much richer inferences about the underlying causes in
the world that give rise to observed sense data. Analyzing scenes by
inverting causal generative models, also known as “analysis-by-
synthesis”, has a long history in computational vision, and these
models have some behavioral support, but they are typically too slow
to support online perception and have no known mapping to actual
neural circuits. In this talk, | will present a neurally plausible model for
efficiently inverting generative models of images and test it as a
precise account of one aspect of high-level vision, the perception of
faces. The model is based on a deep neural network that learns to
invert a three-dimensional face graphics program in a single fast
feedforward pass. It successfully explains both human behavioral data
and multiple levels of neural processing in non-human primates, as
well as a classic illusion, the “hollow face” effect. The model also fits
qualitatively better than state-of-the-art computer vision models, and
suggests an interpretable reverse-engineering account of how images
are transformed into scene percepts in the primate ventral stream.

TALK 4: THE TRANSPARENCY OF DEEP LEARNING
NETWORKS

Aude Oliva'; '"Massachusetts Institute of Technology

With the success of new computational architectures for visual
processing, such as convolutional neural networks (CNN) and access
to databases with millions of labeled examples (e.g., ImageNet,
Places, Moments), the state of the art in computer vision is advancing
rapidly. One important factor for continued progress is to understand
the representations that are learned by the inner layers of these deep
architectures. In this talk, | will illustrate how we can visualize
meaningful units from deep networks and use them to provide explicit
predictions of what an image represents.
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TALK 5: Q&A PERIOD
The speakers will take questions from the audience.

Invited Symposium Session 3

NEURAL MECHANISMS OF ADAPTIVE FORGETTING
Tuesday, March 27, 10:00 am - 12:00 pm, Back Bay ABCD

Chair: Michael Anderson, University of Cambridge

Speakers: Michael C. Anderson, Maria Wimber, Ronald L. Davis,
Paul Frankland

Neurobiological research on memory has focused on the mechanisms
underlying memory storage, consolidation, and retrieval, with less
attention to forgetting. Recently, however, it has become clear that
forgetting involves distinct active processes, potentially serving
adaptive functions. This symposium will highlight recent work
spanning from cognition to molecular biology, demonstrating active
mechanisms that promote memory loss. Michael Anderson will
present recent work showing the existence of a species-general
adaptive forgetting by which retrieval induces forgetting of competing
traces that impede behaviour, establishing a causal role of the
prefrontal cortex in triggering memory loss. Maria Wimber will present
ground-breaking imaging work in humans showing how the retrieval
process shapes what we remember. Specifically, using
representational similarity analysis, she has tracked the gradual
suppression of individual competing memories. Ron Davis will discuss
an exciting program of research in Drosophila, including compelling
evidence of “forgetting cells” that promote the erosion of behavioral
memories and specifying the molecular processes that underlie active
forgetting. Paul Frankland will present elegant work on the role of
neurogenesis in degrading access to memories, and will discuss a
broad computational perspective on why both trace persistence and
transience are critical in optimising memory guided decision making.
What unifies these talks, despite their remarkably diverse
methodologies, species, and levels of analysis, is a converging view
on the adaptive nature of forgetting in which the brain ensures that
memory is tuned to an organism's needs. This view fundamentally
diverges from the historical emphasis on forgetting as a failure of
memory.

TALK 1: A SPECIES-GENERAL RETRIEVAL-SPECIFIC
MECHANISM OF ADAPTIVE FORGETTING.

Michael C. Anderson'; 'University of Cambridge

Neurobiological research on memory has focused on the mechanisms
underlying memory storage. Yet, the universal occurrence of forgetting
throughout the animal kingdom suggests that it serves critical adaptive
functions, driven by distinct mechanisms. Here we show the existence
of a species-general active forgetting mechanism shared by rodents



and humans that suppresses distracting past events to facilitate the
use of memory in service of adaptive behavior. We found that when
rats retrieved their prior experience with an object to guide new
exploration, it significantly reduced their later recognition of other
objects previously encountered in that environment. As in humans, this
retrieval-induced forgetting was competition-dependent, cue-
independent, long-lasting, and reliant on inhibitory control processes
mediated by the prefrontal cortex: Silencing medial prefrontal cortex
with muscimol selectively abolished the forgetting effect. cFOS
imaging revealed that prefrontal control demands declined over
repeated retrievals as competing memories were forgotten, revealing
a key adaptive benefit of forgetting. Occurring in 88% of the 63 rats
studied, this finding establishes an unusually robust model of how
active forgetting harmonizes the mnemonic ecosystem with behavioral
demands, and permits isolation of its circuit, cellular and molecular
mechanisms.

TALK 2: REMEMBERING CAUSES ADAPTIVE FORGETTING OF
CORTICAL MEMORY TRACES

Maria Wimber*; 'University of Birmingham, UK

Remembering can, surprisingly, cause forgetting. Such forgetting
arises when several overlapping memories compete for access to
conscious remembering. Selecting one memory can then induce
forgetting of competitors, a phenomenon known as retrieval-induced
forgetting. | this talk | present recent work aimed at shedding light onto
the neural mechanisms of competition and adaptive forgetting in the
human brain. We use pattern analysis techniques to track memories
in human brain activity as they are reactivated during remembering,
and to track the adaptive changes in target and competing memories
that result from repeated remembering. Our findings show that, while
the neural patterns representing target memories become enhanced,
competing memory patterns are gradually weakened over time. Our
results strongly suggest that the human brain is capable of reducing
mnemonic competition via an inhibitory mechanism that suppresses
competing memories to make them less interfering in the future. More
generally, we demonstrate how active remembering can adaptively
change which aspects of our past remain accessible.

TALK 3: MOLECULAR NEUROBIOLOGY OF ACTIVE
FORGETTING
Ronald L. Davis'; 'Scripps Research Institute, Florida

Experimental psychologists have studied active forgetting for decades,
but the molecular and cellular mechanisms for forgetting were
unknown until recently. | will summarize our studies across the last 6
years on active forgetting of olfactory memory in Drosophila. Our
results indicate that a small number of dopamine neurons in the fly
brain function as “forgetting cells,” promoting the erosion of behavioral
memory and the cellular memory traces that form at learning in the
neurons of the mushroom body circuit. The forgetting cells exhibit
slow, chronic activity, although this activity is increased by sensory
stimulation to the fly and decreased by sleep, providing a mechanistic
explanation for retroactive interference and retroactive facilitation,

respectively. Cells in the mushroom body circuit receive this
dopaminergic-forgetting signal through a specific dopamine receptor
that mobilizes an intracellular biochemical signaling cascade
terminating in the activation of the small molecules Rac1 and Cofilin,
molecules known to re-model the actin cytoskeleton. We speculate
that such re-modeling removes changes in actin cytoskeleton structure
instilled at learning. An overriding conclusion from our studies is that
the brain is designed with active mechanisms to forget memories along
with mechanisms for acquisition and consolidation.

TALK 4: THE PERSISTENCE AND TRANSIENCE OF MEMORY
Paul Frankland?; 'Hospital for Sick Children, Toronto

The predominant focus in the neurobiological study of memory has
been on remembering (persistence). However, recent studies have
considered the neurobiology of forgetting (transience). In my talk I will
draw parallels between neurobiological and computational
mechanisms underlying transience. | will propose that it is the
interaction between persistence and transience that allows for
intelligent  decision-making in dynamic, noisy environments.
Specifically, | will argue that transience (1) enhances flexibility, by
reducing the influence of outdated information on memory-guided
decision making, and (2) prevents overfitting to specific past events,
thereby promoting generalization. According to this view, the goal of
memory is not the transmission of information through time, per se.
Rather, the goal of memory is to optimize decision-making. As such,
transience is as important as persistence in mnemonic systems.

Invited Symposium Session 4

WHAT MAKES MUSICAL RHYTHM SPECIAL: CROSS-
SPECIES, DEVELOPMENTAL, AND SOCIAL
PERSPECTIVES

Tuesday, March 27, 10:00 am - 12:00 pm, Constitution Ballroom
Chair: Jessica Grahn, University of Western Ontario
Speakers: Vani G. Rajendran, Fleur L. Bouwer, Molly J. Henry,
Laura K. Cirelli

The ability to synchronize to musical rhythm by picking up on a regular
‘beat’ occurs spontaneously, in every human culture. Perceiving the
beat enhances basic timing processes, perceptual accuracy, and
social interactions, yet its mechanisms are poorly understood. It is also
unclear when this ability develops, both developmentally and
evolutionarily. Burgeoning interest in rhythm and beat interventions in
movement disorders (e.g., Parkinson’s disease) and language
disorders (e.g., dyslexia) means understanding the neural bases of
rhythm and beat perception is becoming more important. Here, we
approach beat perception from different angles, from the relationship
between low-level sound features and beat perception to wider social
and developmental implications. First, Rajendran discusses how beat
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perception arises from acoustic features, relating human behavioral
data to spike rates in rodent auditory cortex. Subsequently, Bouwer
examines a question of importance to many fields: do events that
occur at ‘expected’ times (e.g., on the beat) show enhancement or
suppression of associated neural and behavioural responses? Her
EEG work manipulates different temporal expectations, dissociating
expectations based on stimulus regularity and based on memory for
stimulus timing. Henry adds a social perspective, assessing inter-
subject synchronization of EEG signals in live versus videoed musical
concerts, with and without other audience members being present.
Audience members with greater inter-subject synchronization at the
beat rate report greater enjoyment and social affiliation. Finally, Cirelli
will considers the developmental relevance of beat perception,
showing how infants’ emotion and attention is altered by music with
rhythmic qualities, with higher beat salience correlating with great
attention.

TALK 1: NEURAL ADAPTATION MAY SET THE STAGE FOR THE
PERCEPTION OF MUSICAL BEAT.

Vani G. Rajendran’, Jose A. Garcia-Lazaro?, Nicol S. Harper', Nick
A. Lesica?, Jan W. H. Schnupp3; 'University of Oxford, 2University
College London, 3City University of Hong Kong

We know that beat perception in humans involves the coordinated
engagement of sensory, motor and cognitive processes. However,
these processes must somehow be set into motion by sound entering
through the ears, so how does low-level auditory processing contribute
to the activation of these networks? | will present cross-species work
that relates beat tapping data from humans to firing rates recorded
from the auditory system of rodent models to show that basic spike
frequency adaptation may already be shaping where the beat is
ultimately felt in rhythms and in real music. Specifically, on-beat
sounds on average are accompanied by higher firing rates cortically
and subcortically than off-beat sounds, and this difference may explain
why some beat interpretations are vastly more likely to be perceived
than others. These findings suggest that adaptation, by encoding the
temporal context of sounds, creates points of neural emphasis that
may influence the perceptual emergence of a beat.

TALK 2: PREDICTING “WHEN” IN RHYTHM: NEURAL
MECHANISMS UNDERLYING BEAT-BASED AND MEMORY-
BASED EXPECTATIONS

Fleur L. Bouwer!, Henkjan Honing!, Heleen A. Slagter’;
University of Amsterdam

In the auditory environment, being able to predict the timing of sounds
allows us to focus resources and optimizes the efficiency of the
perceptual system. Moreover, it allows us to synchronize our
movements to sound, for example, to dance to music. Beat-based
timing (relying on some periodicity, like the beat in music) has been
suggested to be distinct from interval- or memory-based timing (relying
on learning of absolute intervals). However, the differentiation between
these two mechanisms is currently debated. Here, to disentangle beat-
based from memory-based temporal expectations, we created
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rhythms in which we orthogonally manipulated the periodicity (beat-
based expectations) and predictability (memory-based expectations)
of the sequences. We compared early auditory responses (ERPs; P1
and N1), and behavioral responses to events in different positions in
the rhythms: in phase with the periodicity (on the beat) or out of phase
with the periodicity (off the beat). We found that in general,
expectations facilitated responses and this was reflected neurally as
an attenuation of auditory ERP responses. For memory-based
expectations, we found facilitated responses and attenuation of both
the P1 and N1 responses, regardless of the position of events in the
rhythms. Contrarily, for beat-based expectations, we found large
differences between the effects on the beat and off the beat. Whereas
on the beat, behavioral responses were facilitated and the N1
response was attenuated, off the beat, behavioral responses were
hampered and N1 responses enhanced, suggesting suppression for
events out of phase with the periodicity. This effect was less
pronounced for predictable sequences, suggesting that memory-
based and beat-based expectations do interact. Finally, while the
effects of memory-based expectations seemed to depend on the task-
relevance of the rhythms (i.e., attention), the effects of beat-based
expectations were independent from attention. Our results thus show
that memory-based and beat-based temporal expectations can be
differentiated both at the behavioral and the neural level, suggesting
distinct mechanisms for these two forms of temporal expectations.

TALK 3: LIVE MUSIC INCREASES INTERSUBJECT
SYNCHRONIZATION OF AUDIENCE MEMBERS’ BRAIN
RHYTHMS

Molly J. Henry!, Daniel J. Cameron?, Dana Swarbick3, Dan
Bosnyak?, Laurel Trainor3, Jessica Grahn'; 'University of Western
Ontario, 2Georgetown University, 3McMaster University

Attending concerts is enjoyable for a number of reasons: watching
performers make live music affords a qualitatively different experience
than listening to a recording. Moreover, an important contributor to the
enjoyment of a concert—at least anecdotally—is forming a bond with
others who are enjoying the same musical experience. The current
study considered the possibility that a live musical experience, i.e., the
presence of live performers as well as an audience, might change the
way brain rhythms synchronize across audience members, thereby
changing audience members’ musical and affiliative experiences. We
collected electroencephalography (EEG) data in three different social
contexts. First, EEG was measured simultaneously from 20 audience
members (in a larger crowd of approximately 80 people) while they
observed a live musical performance. Second, EEG was measured
simultaneously from 20 audience members (in a larger crowd of
approximately 80 people) while they watched the recording of the first
concert on a large movie screen and with audio identical to the live
concert. Finally, EEG was measured from 20 participants in small
groups of 2 participants seated apart (tested in 10 separate sessions)
while they observed the recorded musical performance. Thus, we



manipulated the presence of the performers while keeping audience
context fixed, and we manipulated the presence of other audience
members while keeping the recorded performance fixed. We analyzed
the data in terms of intersubject synchronization (ISS), which
quantifies the degree to which brain rhythms are synchronized across
groups of individuals. ISS was calculated for individual frequencies
ranging between 0.1 Hz (“infra-slow” oscillations) to 60 Hz (gamma-
band oscillations) for each social context condition. We observed
differences in the delta (2—4.5 Hz) band, which corresponds roughly to
the range of rates in which a musical beat would be felt, depending on
the presence of the performers—that is, audience members’ brain
waves were more synchronized with each other when the performers
were present. Moreover, network connectivity measures based on
delta-band brain rhythms predicted individuals’ experience of the
concert—individuals with more connections to other audience
members enjoyed the concert more and felt more connected to the
performers. Thus, the presence of live performers at a concert leads
to increased synchronization of audience members’ brain rhythms
selectively at rates that are associated with feeling and moving along
with a musical beat. This increased synchronization is related to
increased enjoyment and affiliation.

TALK 4: MUSICAL RHYTHMS IN INFANCY: SOCIAL AND
EMOTIONAL EFFECTS

Laura K. Cirelli', Zuzanna B. Jurewicz!, Sandra E. Trehub!;
University of Toronto Mississauga

The rudiments of rhythm perception and production, which are critical
for musical engagement, develop early in life. The newborn brain is
sensitive to the predictive nature of musical rhythms. With exposure,
this initial sensitivity develops into rhythm perception and production
skills that facilitate infants’ engagement in musical interactions, with
important social and emotional consequences. For example, infants
selectively help strangers who sing familiar songs or move
synchronously rather than asynchronously with them. Universally,
mothers sing to infants, capturing their attention and fostering
interpersonal  coordination. The present study assessed the
coordination of arousal and attention between mothers and infants
during mothers’ playful and soothing renditions of a song. Mothers
sang Twinkle Twinkle to infants (n = 20, M = 9.9 months), alternating
between soothing and playful renditions. In contrast to the soothing
renditions, which were slow, softly sung, temporally regular, and legato
in articulation, the playful renditions were faster, louder, higher in beat
salience, more expressive in timing, and more staccato in articulation.
Attention and arousal levels of mother and infant (skin conductivity)
were monitored continuously. During soothing versions, maternal and
infant arousal decreased as the song unfolded, resulting in high
positive correlations in mother-infant arousal. During playful versions,
maternal arousal levels were higher, and infant attention was highly
focused on mother. The greater timing variability and faster tempo of
playful renditions (closer, perhaps, to infants’ spontaneous tempo)
may underlie infants” enhanced attention. Relations between specific

acoustic features of maternal performances and infants’ response
patterns will be presented.

TALK 5: Q&A PERIOD
The speakers will take questions from the audience
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Symposium Sessions

# Title Date Time Location

1 Memory Modulation via Direct Brain Stimulation in Humans Sunday, March 25 3:.00 pm-5:00 pm  Back Bay A&B

2 Understar_Iding humar_1 visual cognition through multivariate and Sunday, March 25 3:00 pm-500pm  Back Bay C&D
computational analysis of MEG and EEG data

3 The Next 25 Years of Cognitive Neuroscience: Opportunities and Sunday, March 25 3:00 pm - 5:00 pm Grand
Challenges Ballroom

4  Episodic Memory Formation: From Neural Circuits to Behavior Monday, March 26 10:00 am - Noon g;i::om

: o Pariadicity i -

5 Are w? all chained to the rhythm? Periodicity in human perception and Monday, March 26 10:00 am — Noon Back Bay A&B
behavior

6  Top-down attention to time: A neural oscillatory perspective Monday, March 26 10:00 am — Noon Back Bay C&D

7 Developmental Cognitive Neuroscience: Brain Construction from the Monday, March 26 10:00 am — Noon Constitution
Fetus through Old Age Ballroom

8  Mechanisms of Sleep’s Role in Memory and Emotion Processing Tuesday, March 27 1:30 - 3:30 pm Back Bay A&B

9  Neural dedifferentiation and age-related cognitive decline Tuesday, March 27 1:30 - 3:30 pm Back Bay C&D

10 Hierarchical cm:tlcal rhythms and temporal predictions in auditory and Tuesday, March 27 1:30 - 3:30 pm Constitution
speech perception Ballroom

Symposium Session 1

MEMORY MODULATION VIA DIRECT BRAIN
STIMULATION IN HUMANS

Sunday, March 25, 3:00 - 5:00 pm, Back Bay A&B

Chair: Cory Inman, Emory University

Speakers: Josh Jacobs, Nitin Tandon, Nanthia Suthana, Youssef
Ezzyat, Cory Inman

Direct electrical stimulation of the human brain holds the potential to
further reveal the neural mechanisms underlying essential memory
functions and may offer new therapeutic capabilities in the fight against
devastating neurological memory disorders. Recent reports show both
memory impairment and enhancement when stimulating specific
encoding regions or retrieval networks, demonstrating the difficulty
and complexity of enhancing memory with direct brain stimulation.
We've learned several important factors to enhancing memory through
these recent studies, including the benefits of selecting more precise
sub-regional stimulation targets that may act as modulators of the
downstream hippocampal memory system and the utility of timing
stimulation based on real-time encoding state classification. This
symposium features emerging research that demonstrates when
direct brain stimulation fails and succeeds to enhance memory.
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Notably, both forms of evidence are useful in uncovering the causal
mechanisms underlying declarative memory function. Josh Jacobs will
discuss findings that entorhinal and hippocampal brain stimulation
causes a disruption of temporal and allocentric spatial memory. Nitin
Tandon will present findings that stimulation selectively impairs spatial
retrieval while not affecting temporal retrieval. Nanthia Suthana will
present work showing that the precise location of electrical stimulation
delivered to the entorhinal area is critical in enhancing performance on
a wide-range of hippocampal-dependent memory tasks. Youssef
Ezzyat will present work showing how timing of stimulation using
multivariate decoding can rescue periods of poor memory function.
Cory Inman will present work demonstrating that brief electrical
stimulation to the basolateral amygdala reliably enhances memory in
humans without eliciting an emotional response



TALK 1: ELECTRICAL STIMULATION OF ENTORHINAL CORTEX
AND HIPPOCAMPUS IMPAIRS TEMPORAL AND ALLOCENTRIC
REPRESENTATIONS IN HUMAN EPISODIC MEMORY

Josh Jacobs'; 'Columbia University

Developing a method for reliably improving human memory encoding
would be transformative for everyday life. We examined the hypothesis
that electrical stimulation in the entorhinal cortex and hippocampus
provided a viable route to improving the efficiency of human memory
encoding. Epilepsy patients with surgically implanted electrodes
volunteered to perform our customized spatial and verbal episodic
memory tasks. During the memory encoding periods of these tasks,
electrical stimulation was applied transiently in the entorhinal and
hippocampal regions using clinical macroelectrodes. In contrast to our
expectations, stimulation impaired memory performance. This
impairment was present in both tasks, and for stimulation in both left
and right hippocampus and entorhinal cortices. These results suggest
that the hippocampus and entorhinal cortex have a direct causal role
in memory encoding. Moreover, by examining the detailed nature of
the memory disruptions on stimulation trials in both tasks, we
characterized the specific memory processes that were supported by
these structures. Hippocampal and entorhinal stimulation disrupted
the temporal structure of recall responses in the episodic task and the
encoding of spatial stimuli that were likely to have been learned with
allocentric strategies in the spatial task. These results suggest that the
human hippocampal and entorhinal areas are causally important for
temporal and allocentric memory. In addition to describing how
stimulation can be used for causal functional brain mapping, we also
discuss potential ways to use improved stimulation protocols to bolster
memory.

TALK 2: NETWORK-BASED BRAIN STIMULATION
SELECTIVELY IMPAIRS SPATIAL RETRIEVAL

Nitin Tandon?, Kamin Kim', Amber Schedlbauer?, Matthew Rollo*,
Suganya Karunakaran!, Arne Ekstrom?; 'University of Texas
Health Science Center at Houston, 2University of California Davis

Direct brain stimulation via electrodes implanted for intracranial
electroencephalography  (iEEG) permits the modulation of
endogenous electrical signals with significantly greater spatial and
temporal specificity than non-invasive approaches. It also allows for
the stimulation of deep brain structures important to memory, such as
the hippocampus, that are difficult, if not impossible, to target non-
invasively. Direct stimulation studies of these deep memory structures,
though, have produced mixed results, with some reporting
improvement, some impairment, and others, no consistent changes.
We hypothesize that to modulate cognitive function using brain
stimulation, it is essential to modulate connected nodes comprising a
network, rather than just alter local activity. iEEG data collected while
patients performed a spatiotemporal memory retrieval task were used
to map frequency-specific, coherent oscillatory activity between
different brain regions associated with successful memory retrieval.
We used these to identify two target nodes that exhibited selectively

stronger coupling for spatial vs. temporal retrieval. In a subsequent
session, electrical stimulation - theta-bursts with a fixed phase-lag (0°
or 180°) — was applied between the two target regions while patients
performed spatiotemporal retrieval. Stimulation selectively impaired
spatial retrieval while not affecting temporal retrieval, and this selective
impairment was associated with theta decoupling of the spatial
retrieval network. These findings suggest that stimulating tightly
connected nodes in a functional network at the appropriate phase-lag
may effectively modulate the network function, and while in this case
itimpaired memory processes, it sets a foundation for further network-
based perturbation studies.

TALK 3: ADVANCEMENTS IN INTRACRANIAL STIMULATION OF
THE ENTORHINAL AREA FOR ENHANCEMENT OF EPISODIC
MEMORY

Nanthia Suthana’; 'University of California, Los Angeles

Studies using direct stimulation of the medial temporal lobe (MTL) to
modulate hippocampal-dependent memory have provided conflicting
results with studies showing improvement, impairment, or no effect of
stimulation on behavioral performance. The current study sought to
determine whether the precise location of stimulation within the MTL
could explain divergent findings. Micro- and macro-electrode
intracranial stimulation was applied in the MTL of twenty-five
neurosurgical patients implanted with depth electrodes for clinical
evaluation. High-resolution magnetic resonance imaging and
automated image segmentation methods were used to precisely
localize stimulation sites. Results show that direct stimulation of the
entorhinal area successfully improved hippocampal-dependent
memory across a wide range of memory tasks (verbal recall, spatial
navigation, face-name memory, and person/object recognition) with
stimulation site (entorhinal white/gray) as the critical determinant of
subsequent memory performance independent of antiepileptic
medication (on/off), side (left/right) or type (macro/micro) of
stimulation. Stimulation of entorhinal white matter and not nearby gray
matter was effective in improving hippocampal-dependent memory,
indicating that stimulation of the afferent input to the hippocampus may
be therapeutically effective for the modulation of memory encoding in
humans. Findings also suggest that focal low-current micro-stimulation
of the entorhinal white matter is sufficient to improve hippocampal-
dependent memory and provides a novel approach for interrogating
medial temporal circuits that support human episodic memory.

TALK 4: CLOSED-LOOP STIMULATION OF TEMPORAL CORTEX
RESCUES FUNCTIONAL NETWORKS AND IMPROVES MEMORY

Youssef Ezzyat!; 'University of Pennsylvania

Memory lapses are frustrating and often arise from ineffective
encoding. Oscillatory brain activity during encoding predicts later
memory, suggesting that it can be used to discriminate good and poor
memory function, and raising questions about how to modulate neural
activity to increase memory success. Past studies that applied direct
electrical stimulation for memory modulation in humans showed mixed
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results, with some reporting enhancement and many showing
disruption. Here, we test the hypothesis that stimulation is most likely
to improve performance if it is targeted to rescue periods of poor
memory function. We first asked whether we could reliably decode
memory states from intracranial EEG recordings from epileptic
patients as these patients performed a free recall task. We found that
multivariate classifiers trained on oscillatory activity during encoding
reliably predicted memory performance across sessions, suggesting
the models identified temporally stable patterns of memory-related
activity. We then used these models in later sessions to decode the
probability of memory success as items were encoded and triggered
stimulation in closed-loop if the classifier indicated the word was likely
to be forgotten. Stimulation applied to the lateral temporal lobe
increased memory performance relative to a matched non-stimulated
condition, and also compared to an independent control group. We
found that lateral temporal cortex stimulation triggered to rescue
periods of poor memory led to increased classifier output, consistent
with enhanced neural evidence for successful encoding. The data
identify conditions under which stimulation can be used to improve
memory, and suggest applications to treating memory dysfunction.

TALK 5: DIRECT ELECTRICAL STIMULATION OF THE
AMYGDALA ENHANCES EVENT-SPECIFIC DECLARATIVE
MEMORY IN HUMANS

Cory Inman', Joseph Manns!, Kelly Bijanki!, David Bass’,
Stephan Hamann', Daniel Drane!, Rebecca Fasano!, Robert
Gross?, Jon Willie'; 'TEmory University

Emotional events are often better remembered than neutral events, a
benefit that many studies have hypothesized to depend on the
amygdala’s interactions with memory systems. These studies have
indicated that the amygdala can modulate memory consolidation
processes in other brain regions such as the hippocampus and
perirhinal cortex. Indeed, rodent studies have demonstrated that direct
activation of the amygdala can enhance memory consolidation even
during non-emotional events. However, the premise that the amygdala
causally enhances declarative memory for specific events has not
been directly tested in humans. Here we tested whether brief electrical
stimulation to the amygdala could enhance declarative memory for
specific images of neutral objects without eliciting a subjective
emotional response. Epilepsy patients undergoing monitoring of
seizures via intracranial depth electrodes viewed a series of neutral
object images, many of which were paired with brief, low amplitude
electrical stimulation to the amygdala. Amygdala stimulation elicited
no subjective emotional response yet led to reliably improved memory
compared to control images when patients were given immediate and
next-day free recall and recognition memory tests. Neuronal
oscillations in the amygdala, hippocampus, and perirhinal cortex
during this next-day memory test indicated that a neural correlate of
the memory enhancement was increased theta and gamma oscillatory
interactions between these regions, consistent with the idea that the
amygdala prioritizes consolidation by engaging other memory regions.
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These results show that the amygdala can initiate endogenous
memory prioritization processes in the absence of emotional input,
addressing a fundamental question and opening a path to future
therapies.

Symposium Session 2

UNDERSTANDING HUMAN VISUAL COGNITION
THROUGH MULTIVARIATE AND COMPUTATIONAL
ANALYSIS OF MEG AND EEG DATA

Sunday, March 25, 3:00 - 5:00 pm, Back Bay C&D

Chair: Radoslaw Martin Cichy, Free University Berlin
Speakers: Alex Clarke, Leyla Isik, Santani Teng, Jean-Rémi
King, Dimitrios Pantazis

At every blink of an eye, the human brain transforms within a few
hundred milliseconds the patterns of photons hitting the retina into a
meaningful percept of the world that enables ecologically adaptive
behavior. Our investigation of the underlying rapid and complex neural
dynamics is limited by the power of our methodology, motivating the
development of advanced analysis methods. This symposium
presents two major emerging analytical approaches for MEG and EEG
data that are beginning to transform the field and provide novel
insights. First, we will show how time-resolved multivariate analysis
approaches are applied to harvest the rich information captured by
MEG and EEG data. Specifically, we will show how pattern
classification approaches (decoding) and representational similarity
analysis are used to reveal the time course of visual information
processing. Second, we will show how comparison of MEG and EEG
data to computational models of visual cognition such as deep neural
networks (DNNs) advance our understanding of the representational
formats and transformations in visual processing. We will highlight the
novel insights created this way for a diverse set of visual capacities
such as object recognition, action recognition, decision making and
plasticity. We will discuss how these novel developments open up new
horizons in vision research, and critically assess their current
limitations.

TALK 1: OSCILLATORY DYNAMICS OF PERCEPTUAL TO
CONCEPTUAL REPRESENTATIONS IN THE VENTRAL VISUAL
PATHWAY

Alex Clarke!, Barry Devereux?, Lorraine K. Tyler!; 'University of
Cambridge, 2Queen's University Belfast

Object recognition requires dynamic transformations of information
from low-level inputs through to complex semantic representations.
This process relies on the ventral visual pathway (VVP), where
increasingly anterior regions code for increasingly complex object
information, with the perirhinal cortex supporting object-specific
semantic representations. These complex transformations are also
underpinned by both feedforward and recurrent dynamics within the



VVP, where object-specific semantics emerges after around 200 ms.
However, two important limitations remain. First, the modelling of
visual and semantic properties tends to focus on three aspects — low-
level visual properties, superordinate category information (e.g.
animals) and object-specific semantics (e.g. tiger). This paints a
compartmentalised picture that fails to capture incremental transitions
whereby vision activates meaning. Second, while there is increasing
knowledge of the oscillatory mechanisms underpinning basic vision,
models of how visual inputs activate meaning lack mechanistic detail.
Here, we overcome these limitations by combining a computational
model of vision with a model of semantics to obtain quantifiable
estimates of the incremental representations from low-level visual
inputs to complex semantic representations that can be tested against
neural activity using Representational Similarity Analysis (RSA). MEG
signals, collected while participants viewed single objects, were
source-localised and RSA was used to test how object information is
represented by dynamically changing patterns of neural oscillations.
Our results show that object information from layers of a visual deep
neural network (VDNN) are represented by alpha oscillations
throughout the VVP, while semantic information from an attractor
network (SAN) was represented in theta oscillations. This frequency
division was especially prominent in the ATL. Next, to test how object
information changed over space and time, Granger Causality was
applied to band-limited RSA time-courses. This revealed feedforward
connectivity from the occipital lobe to posterior and anterior temporal
lobe regions supported the transfer of visual representations from the
VvDNN. Critically, feedforward connectivity from visual regions to the
ATL was associated with a transition of information from visual to
semantic, while feedback from the ATL to the posterior temporal lobe
was also associated with changes from visual to semantic information
coding. Our research highlights the important role of alpha and theta
oscillations for vision and semantics in the VVP, and that while
feedforward dynamics underpin increasingly complex visual
representations, object semantics relies on feedforward and feedback
within the VVP with the ATL playing a crucial role.

TALK 2: FAST, INVARIANT REPRESENTATIONS FOR HUMAN
ACTION IN THE VISUAL SYSTEM

Leyla Isik'2, Andrea Tacchetti'3, Tomaso Poggio'; 'MIT, 2Boston
Children's Hospital, Harvard Medical School, 3Google Deepmind

The ability to recognize the actions of others from visual input is
essential to humans' daily lives. The neural computations underlying
action recognition, however, are still poorly understood. We use
magnetoencephalography (MEG) decoding and convolutional neural
network (CNN) models to study action recognition from a novel dataset
of well-controlled, naturalistic videos of five actions (run, walk, jump,
eat drink) performed by five actors at five viewpoints. We show that
that actor- and view-invariant representations for action arise in the
human brain as early as 200 ms after a video begins. We next test
different variants of spatiotemporal CNNs on the same viewpoint-
invariant action recognition task, and compare them to the MEG data

using representational similarity analysis. We show these models can
accurately categorize actions, and that deliberate model modifications
that improve performance on the invariant action recognition task lead
to data representations that better match human neural recordings.
Our results suggest that the brain quickly computes action
representations, and that robustness to complex transformations are
driving these neural representations.

TALK 3: COMPARING DYNAMICS OF PROCESSING STREAMS
IN BLIND AND SIGHTED READERS

Santani Teng'?, Radoslaw M. Cichy3, Dimitrios Pantazis', Aude
Oliva'; 'MIT, 2Smith-Kettlewell Eye Research Institute, 3Free
University Berlin

In response to sensory loss, crossmodal plasticity reorganizes
functional processing streams so that cortical sensory areas typically
devoted to the deprived modality become responsive to the spared
modality. For example, neuroimaging work on blind individuals has
demonstrated responses in “visual” cortex to stimuli such as tactile
braille characters. However, both the spatiotemporal dynamics and the
representations underlying these visual cortex responses remain
poorly understood. To address this, we presented individual visual and
tactile (braille) alphabetic letters to sighted and early-blind participants,
respectively, while recording brain activity with
magnetoencephalography (MEG). Both groups of participants read
letters passively and responded via button press to occasional
vigilance targets. We used multivariate pattern analysis to compare
brain responses to different letters within each group, across groups,
and across different time points in the trial epoch. We found that the
classification time course of letter processing in sighted participants
was generally faster, briefer, and more consistent than in blind
participants. High within-group correlation at ~200 ms (sighted) and
~600 ms (blind) suggests common processing within groups near
those respective time points; interestingly, those regions were also
significantly correlated across groups, suggesting a common element
of processing between groups as well. The results suggest that while
blind and sighted letter reading is largely driven by different underlying
computations, an element of processing is common across the
presented modalities.

TALK 4: IDENTIFYING THE NEURAL ARCHITECTURE OF
PERCEPTUAL DECISION MAKING WITH NORMATIVE,
SHALLOW AND DEEP NEURAL NETWORK APPROACHES
Jean-Rémi King'.2, Laura Gwilliams'; NYU, 2Frankfurt Institute for
Advanced Studies

Perceptual processes have historically been decomposed in the light
of normative, neuromimetic and, more recently, performance-
optimized models. In the present study, we compare how well each of
these approaches accounts for the spatio-temporal organization of
human brain responses elicited by ambiguous visual stimuli. Forty-six
healthy human subjects performed perceptual decision tasks on briefly
flashed characters constructed from ambiguous characters, designed
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to orthogonolize 7 levels of representations ranging from low-sensory
features (e.g. spatial location of the stimulus), conceptual (whether
stimulus is a letter or a digit) and task features (i.e. required hand
movement). Whole-brain responses were recorded with magneto-
encephalography (MEG) and source localized with magnetic
resonance images (MRI). Our results reveal that these 7 levels of
representations are sequentially encoded by the cortical hierarchy,
and actively maintained until subjects’ response. This hierarchy
appears poorly correlated to normative, drift-diffusion, and 5-layer
convolutional neural networks (CNN) optimized to accurately
categorize alpha-numeric characters, but matches the sequence of
activations of several state-of-the-art CNNs trained for natural image
labeling. Overall, these results strengthen the notion that deep neural
networks trained for complex visual categorization can converge
towards the computational solution implemented by the human visual
system. Furthermore, they suggest that the human brain automatically
uses the latent primitives of this generic solution to perform perceptual
decisions, even when simpler, optimal, alternatives are available. We
finally discuss how the systematic discrepancies between CNNs and
brain responses may be critical to the improvement of artificial neural
networks.

TALK 5: UNIQUE ASPECTS OF HUMAN OBJECT PROCESSING
REVEALED BY MEG AND EEG

Dimitrios Pantazis', Radoslaw M. CichyZ; 'MIT, 2Free University
Berlin

A growing number of studies apply multivariate pattern analyses of
MEG and EEG data to understand human object processing, but it is
still an open question to what extent MEG and EEG capture common
or unique aspects of visual representations. Here we evaluated how
MEG and EEG compare in resolving experimental conditions in a
human visual object experiment. We measured concurrent MEG/EEG
data while participants (N=15) viewed images of 92 everyday objects
and compared MEG/EEG multivariate results in both time and space.
Comparison in time relied on evaluating classification time courses
directly, and via representational similarity analysis (RSA).
Comparison in space relied on fusion of MEG/EEG data with fMRI data
based on RSA. This enabled direct localization of MEG/EEG signals
with independent fMRI data, overcoming the inherent ambiguities of
inverse solutions. We found that both MEG and EEG revealed the
millisecond spatiotemporal dynamics of visual processing, with mostly
equivalent categorical information (animate vs. inanimate; faces vs.
bodies; and others). Beyond yielding convergent results, we found that
MEG and EEG also captured partly unique aspects of visual
representations. Those unique components emerged earlier in time for
MEG than for EEG. Identifying the sources of those unique
components with fMRI, we found the locus for both MEG and EEG in
high-level visual cortex (inferior-temporal), and in addition for MEG in
early visual cortex (V1). Together, our results offer a novel information-
based comparison of MEG and EEG signals, and motivate the wider
adoption of multivariate analysis methods in both MEG and EEG.
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Symposium Session 3

THE NEXT 25 YEARS OF COGNITIVE NEUROSCIENCE:
OPPORTUNITIES AND CHALLENGES

Sunday, March 25, 3:00 - 5:00 pm, Grand Ballroom

Chair: Brad Postle, University of Wisconsin—-Madison
Speakers: Gyorgy Buzsaki, Dean Buonomano, Dora Dora
Hermes, Steve Chang, Nina Dronkers

As we contemplate 25 years of remarkable advances in cognitive
neuroscience, this symposium is intended to offer a (necessarily
selective) cross sampling of ideas and approaches that will be
important during our society’s next quarter century. It is bookended by
talks that, broadly speaking, address how we conceptualize, and carry
out, our science. Gyorgy Buzsaki will kick it off by considering how we
approach the problem of interpreting neural coding, and Nina Drokers
will conclude by addressing whether our discipline’s oldest method —
deficit lesion correlation — remains relevant today. And because
(spoiler alert!) the answer is, of course, “yes,” she'll also cover 21st
century techniques that would most certainly have impressed Flourens
and Ferrier. The theme of time, introduced in the first talk, will carry
into Dean Buonomano’s demonstration of how principles and methods
from nonlinear dynamical systems theory can be applied to problems
in cognitive neuroscience. Studies of field potentials and of
hemodynamic signals have played central roles in cognitive
neuroscience research to date, and seem likely to continue to do so
for the foreseeable future. Dora Hermes will discuss important
advances in our understanding of how both of these classes of
neurophysiological measurement relate to the neuronal activity that is
ultimately of primary interest to most of us. Note that, although the
abstract has emphasized the methodological dimension, the
presentations summarized up to this point will also cover a broad
range of cognition, including temporal and spatial cognition, visual
perception, and language. The penultimate presentation, from Steve
Chang, will address principles that are shaping the study in another
exciting, and rapidly expanding, research domain, social behavior.

TALK 1: GROUNDING MODELS OF NEURAL FUNCTION IN
FIRST PRINCIPLES.

Gyorgy Buzsaki'; 'NYU Medical Center

Nothing is more intuitive, yet more complex, than the concepts of
space and time. In contrast to spacetime in physics, space and time in
neuroscience remain separate coordinates to which we attach our
observations. Investigators of navigation and memory relate neuronal
activity to position, distance, time point, and duration and compare
these parameters to units of measuring instruments. Although spatial-
temporal sequences of brain activity often correlate with distance and
duration measures, these correlations may not correspond to neuronal
representations of space or time. Neither instruments nor brains sense



space or time. Neuronal activity can be described as a succession of
events without resorting to the concepts of space or time. Instead of
searching for brain representations of our preconceived ideas, we
suggest investigating how brain mechanisms give rise to inferential,
model-building explanations.

TALK 2: NEURAL DYNAMICS, RECURRENT NEURAL
NETWORKS AND THE PROBLEM OF TIME

Dean Buonomano'; "TUCLA

Much of the information the brain processes and stores is temporal in
nature—a spoken word or a handwritten signature is defined as much
by how it unfolds in time as by its spatial structure at any moment. The
brain seamlessly assimilates and process temporal information, an
ability that is critical to most behaviors: from reward anticipation to
sensorimotor processing. We have proposed that timing on the scale
of milliseconds to seconds relies on the inherent dynamics of recurrent
neural networks (RNNs). And more generally, that the neural dynamics
of RNNs represent a fundamental modus operandi for neural
computation. Under this view information is stored and generated by
dynamic attractors—Ilocally stable neural trajectories. Thus, in contrast
to the conventional view that memories are stored in static fixed-point
attractors, under this view, many computations emerge from the
voyage through neural state space as opposed to the destination

TALK 3: FIELD POTENTIALS, FMRI, AND THE ORDER OF
OPERATIONS: WHY THE TWO MEASURES ARE BLIND TO
DIFFERENT PARTS OF THE NEURONAL RESPONSES

Dora Dora Hermes?; 'Stanford

The most widespread measures of human brain activity are the blood
oxygen level dependent (BOLD) signal measured with fMRI and
surface field potentials (EEG, MEG, ECoG). Prior studies report a
variety of relationships between these signals. | will describe our
efforts to develop an understanding of how to interpret these signals
and the relationship between them. We developed a model of (a)
neuronal population responses, and (b) transformations from neuronal
responses into the fMRI BOLD signal and electrocorticographic
(ECoG) field potential. Rather than seeking a transformation between
the two measures directly, this approach interprets each measure with
respect to the underlying neuronal population responses. This
approach shows that BOLD and field potential measures provide
complementary information about human brain activity and we infer
that features of the field potential that are uncorrelated with BOLD
arise largely from changes in synchrony, rather than level, of neuronal
activity.

TALK 4: ESTABLISHING NEURAL PRINCIPLES OF DYNAMIC
AND INTERACTIVE SOCIAL BEHAVIORS

Steve Chang'; 'Yale

How do we interact with others, and why? Social interactions are
characterized by a dynamic and contingent series of behaviors

occurring between at least two individuals. Although various
abstractions used to capture snapshots of social interactions have
been traditionally employed, recent evidence is beginning to favor
experimentations involving well controlled, real-life interactions to
better mimic natural social behaviors. In this talk, | will discuss the
progress made from two lines of neuroscience research toward this
goal involving pairs of nonhuman primates, presented with specific
empirical results from the studies of social decision-making and social
gaze interaction. First, at the single-neuron level, the encoding of
social variables across self and other will be examined in the anterior
cingulate cortex, orbitofrontal cortex, basolateral amygdala, and
striatum. At the inter-regional level, unique signatures associated with
diverse types of social decisions will be examined through the lens of
oscillatory dynamics between the gyrus of the anterior cingulate cortex
and the basolateral amygdala. Second, after empirically
demonstrating the benefits of studying dyadic social gaze interactions
in real-time, | will present neuronal correlates of interactive gaze
interactions in the gyrus of the anterior cingulate cortex and the
basolateral amygdala, from the perspectives of both local encoding
and inter-regional oscillatory dynamics related to social gaze events.
Finally, I will summarize our understanding as to how the brain utilizes
various coding schemas to represent social variables that may be
useful in guiding social interactions.

TALK 5: IS LESION ANALYSIS STILL RELEVANT FOR
CONTEMPORARY COGNITIVE NEUROSCIENCE?

Nina Dronkers; 'UC Davis

The field of cognitive neuroscience began with observations that
behavioral deficits could occur after injury to the brain. One famous
case, that of Paul Broca’s patient, Leborgne, is a classic example.
Broca attributed the speech deficits in his patient to the lesion in the
inferior frontal lobe that he discovered in the brain at autopsy. Over the
years, new neuroimaging tools have carried on the tradition of lesion
analysis, but with techniques that have far surpassed those available
to the early pioneers. This presentation will review some of these new
methods, what they have revealed, and how they continue to enhance
our field.

Symposium Session 4

EPISODIC MEMORY FORMATION: FROM NEURAL
CIRCUITS TO BEHAVIOR

Monday, March 26, 10:00 am - Noon, Grand Ballroom

Chair: Gabriel Kreiman, Children's Hospital, Harvard Medical
School

Co-Chair: Ueli Rutishauser, Cedars Sinai and Caltech
Speakers: Gabriel Kreiman, Ueli Rutishauser, Michael
Hasselmo, Daniel Schacter, Lila Davachi
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Episodic memories constitute the basic fabric of who we are. Several
different lines of evidence including studies of lesions, functional
neuroimaging, and neurophysiology, point to the critical role of medial
temporal lobe structures including the hippocampus in the formation
of episodic memories. There has been notable progress recently in
dissecting the function of hippocampal circuits in animal models and
also in characterizing the fundamental computations involved in
human memory formation. Yet, animal circuit studies and human
cognitive studies have been largely parallel and there is little
understanding about the interrelationship between the findings in one
domain and the other. The goal of this symposium is to help build
bridges between the study of neuronal mechanisms and the behavioral
and computational models of memory formation. What is the
relationship between the rodent hippocampus navigation studies and
human episodic memory formation? Is there something fundamentally
different in how the human hippocampus supports memories? How
can the studies in animals models constrain and inform models of
human memory and vice-versa? How can behavioral studies of human
memory encoding and recall relate to and inspire the investigations in
animal models? Rather than independent and isolated snapshots of
the proverbial elephant from different perspectives, we strive to build
a unified computational theoretical framework of episodic memory
formation that can encompass the neurophysiological and behavioral
levels of analyses in animals and humans.

TALK 1: INTRODUCTION + IN MEMORIAM FOR JOHN LISMAN +
EPISODIC MEMORY FORMATION IN REAL LIFE

Gabriel Kreiman'?2; 1Children's Hospital Harvard Medical School,
2Center for Brains Minds and Machines

1.1 Short introduction to the symposium by Ueli Rutishauser and
Gabriel Kreiman. 1.2 In Memoriam: John Lisman (he had accepted to
be a speaker in the Symposium. He passed away in Oct 2017. We will
render homage to his contributions to the field). 1.3 Gabriel Kreiman.
Episodic Memory formation in real life. Our brains are continuously
bombarded with both external sensory information and internal
processing. Part of those external and internal signals end up being
consolidated in the form of episodic memories as a result of complex
cognitive processes that filter and interpret incoming inputs. Our
understanding of encoding processes in memory formation are
derived from laboratory conditions typically involving lists of words or
pictures devoid of the fundamental emotional, narrative, and temporal
aspects of episodic memory. | will describe a series of behavioral
experiments accompanied by a computational model that captures the
fundamental filtering steps for memory encoding under real life
conditions. In one experiment we used movies as a coarse proxy to
examine dynamic formation of memories with rich stimuli. In another
experiment, we used real life ground truth information by recording
video and eye tracking information during one hour in the life of our
subjects and subsequently testing for information recall. The
systematic quantitative metrics for memory formation show that
subjects showed consistent and high memorability for short movie
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events, even single frames, at temporal scales of minutes up to one
year post-encoding and low memorability for real life events.
Additionally, we developed a machine learning approach that can
make accurate predictions about which events people will and will not
remember. The computational predictions were almost as accurate as
self-predictions or majority-based human predictions, even for single
trials and individual subjects.

TALK 2: PROBING THE CIRCUITRY OF HUMAN DECLARATIVE
MEMORY AT THE SINGLE-NEURON LEVEL

Ueli Rutishauser'?; 'Department of Neurosurgery, Cedars-Sinai
Medical Center, Los Angeles, CA, 2Division of Biology and
Biological Engineering, California Institute of Technology,
Pasadena, CA

Much of what we know about how neuronal circuits enable us to form
new memories stems from studying the response of individual neurons
in animal models. While powerful, this leaves us unable to approach
many important questions for lack of similar data in humans. We utilize
neurosurgical procedures to record at single-cell resolution in
behaving humans. | will describe results on the relationship between
neuronal activity, plasticity, and memory derived from single-neuron
recordings in the human hippocampus and left posterior parietal cortex
(PPC). | will describe a putative circuit memory-circuit composed of
three functional cell types: visually-selective (VS), memory-selective
(MS), and memory-choice cells. VS neurons are tuned to high-level
concepts, are sensitive to attention, and their activity forms attractors
through persistent activity over several seconds while stimuli are held
in working memory. MS neurons signal whether a stimulus is novel or
familiar in a graded manner indicative of memory strength as indicated
by subjective confidence. The extent to which novelty-sensitive MS
cells phase-lock to ongoing theta oscillations is indicative of the
success or failure of memory formation. Lastly, memory-choice cells
in PPC signal decisions made about declarative memories, including
whether a stimulus is novel or familiar and the confidence in this
judgment, a finding that provides the first single-cell evidence for the
role of the PPC in episodic retrieval. Together, these results begin to
provide a circuit-level understanding of human episodic memory and
the mechanisms that allow us to translate such memories into
decisions.

TALK 3: NEURAL CODING OF SPACE AND TIME FOR EPISODIC
MEMORY

Michael Hasselmo?; 1Center for Systems Neuroscience, Boston
University

Episodic memory is defined as memory for events occurring at specific
times and places. Neurophysiological recordings in behaving rodents
demonstrate neuronal response properties that may contribute to the
encoding of space and time for episodic memory. This includes the
coding of space by grid cells in entorhinal cortex and place cells in
hippocampus, and the coding of temporal intervals by time cells in both
regions. Neurophysiological data also demonstrates coding of



additional spatial dimensions such as head direction and the location
of environmental barriers. All these responses are relevant to encoding
of events within an environment in episodic memory and the use of
these representations for memory-guided behavior. Experimental data
indicates potential mechanisms for the neural coding of time and
space. Inactivation of input from the medial septum impairs the
responses of neurons coding space and time. This impairment could
arise from the loss of network oscillatory dynamics such as theta
rhythm or from loss of modulatory inputs including acetylcholine
release. Acetylcholine appears to regulate encoding and consolidation
dynamics, consistent with effects of pharmacological manipulations on
human episodic memory encoding. Computational modeling
addresses the potential functional role in episodic memory of time
cells, grid cells, place cells and head direction cells, as well as
modulatory regulation of encoding and retrieval dynamics. These
computational models demonstrate how neuronal representations of
space and time could contribute to the encoding of episodic memory
as events associated with spatiotemporal trajectories.

TALK 4: IMAGINATION, CREATIVITY, AND EPISODIC
RETRIEVAL

Daniel Schacter'; 'Department of Psychology, Harvard University

Numerous recent studies have explored the role of memory in
imagining possible future experiences and related kinds of
hypothetical events. According to the constructive episodic simulation
hypothesis, simulation of future experiences depends importantly on
episodic retrieval, which allows individuals to draw on the past in a
manner that flexibly extracts and recombines elements of previous
experiences. This talk will consider the contributions of episodic
retrieval and simulation to a range of cognitive tasks that are not
ordinarily considered “episodic memory tasks”, focusing in particular
on future imagining and divergent creative thinking.

TALK 5: WHAT IS AN ‘EPISODE’ IN EPISODIC MEMORY?
MOVING BEYOND A SINGLE MOMENT TO UNDERSTANDING
HOW TEMPORALLY EXTENDED EPISODIC MEMORIES ARE
CONSTRUCTED FROM ONGOING EXPERIENCE

Lila Davachi'; 'Department of Psychology, Columbia University

The profound deficit in acquiring new episodic memories after
hippocampal damage in humans was a turning point in the history of
memory research. These findings focused memory scientists on the
functions of the hippocampal system. As we learn more from both
animal neuroscience and human cognitive neuroscience about quirks
of this system, the questions have shifted slightly to ask not what the
hippocampus does for memory, per se, but what more global functions
or operations does this system support? Our recent work has
suggested that hippocampal processes are important for two possibly
synergistic operations: temporal integration and separation. It is
through the action of these two processes, that distinct episodes can
emerge from dynamic, ongoing experiences. Further, our recent work
has extended these same mechanisms to explain very short-term

temporal duration estimates. | will present recent behavioral and
imaging work demonstrating that shifts in event representations along
with temporal stability in hippocampal multivariate patterns and distinct
hippocampal-PFC connectivity contribute both to short duration
temporal estimates as well as longer term temporal memory
judgments.

Symposium Session 5

ARE WE ALL CHAINED TO THE RHYTHM? PERIODICITY
IN HUMAN PERCEPTION AND BEHAVIOR

Monday, March 26, 10:00 am - Noon, Back Bay A&B

Chair: Benedikt Zoefel, MRC Cognition and Brain Sciences Unit,
University of Cambridge, UK

Speakers: Huan Luo, lan C. Fiebelkorn, Alessandro Benedetto,
Benedikt Zoefel,

Neural oscillations are commonly assumed to reflect rhythmic
fluctuations in the excitability of neuronal ensembles and their
importance for stimulus processing has been emphasized repeatedly.
Nevertheless, an important support for a functional relevance of these
brain rhythms would be the observation that we can find similar
rhythms in perception and behavior. In this symposium, we will present
evidence that perception and behavior might indeed be “chained” to a
rhythm — potentially the one imposed by brain oscillations. In the first
talk, Huan Luo will use sophisticated analyses of behavioral data to
demonstrate that visual object recognition involves a rhythmic
component, including complex coupling relationships between
different frequencies. In the second talk, lan C. Fiebelkorn will
summarize behavioral data revealing periodicity in visual spatial
attention and show that these attentional fluctuations are tightly linked
with oscillatory activity in a frontoparietal network. Third, Alessandro
Benedetto will show that visual perception fluctuates rhythmically
before a voluntary action, indicating that sensorimotor interaction
entails oscillatory mechanisms that can be discovered using
behavioral paradigms. Finally, Benedikt Zoefel will present an attempt
to transfer experimental approaches to the auditory system that have
previously revealed perceptual rhythms in the visual modality — and
argue that the use of brain rhythms to “gate” perception and behavior
might differ fundamentally between the two modalities. Together, our
symposium will reveal the importance of rhythm in perception and
behavior, and its intimate link with neural oscillations in the brain that
might represent a fundamental “tool” developed to optimize stimulus
processing.

TALK 1: TEMPORAL ORGANIZATION OF MULTIPLE OBJECTS
IN BOTTOM-UP AND TOP-DOWN ATTENTION

Huan Luo'?; 'School of Psychological and Cognitive Sciences,
Peking University, China, ZMcGovern Institute for Brain Research,
Peking University, China
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In a cluttered visual scene consisting of multiple objects, it is important
that our brain can efficiently and flexibly allocate and coordinate
resources to overcome limited processing capacity. It has been well
established that neuronal oscillations in brain signals play an important
role in attention by modulating brain contexts at various temporal
scales, indicating that attention is intrinsically dynamic and displays
‘rhythmic’ profiles. In a series of studies, we employed time-resolved
behavioral measurements to access how attentional behavioral
performances (e.g., reaction time, percent correct) change as a
function of time. We found that typical attentional effects are revealed
as a slow trend in behavioral time courses. Furthermore and most
importantly, our behavioral data disclosed rhythmic fluctuations in
several neurophysiologically relevant neuronal rhythms (i.e.,
behavioral oscillations) such as the theta (~3-5 Hz) and alpha band
(~8-20 Hz), as well as coupling between the different rhythms. These
results not only support the idea that the spectral profile typically
observed for neuronal oscillations might be directly revealed at a
behavioral level, but also the notion that attention is not stationary but
dynamically samples multiple visual objects in a rhythmic or serial-like
way. Our work advocates a generally central role of temporal
organization in visual attention such that multiple objects are
sequentially sorted in time based on their priority, determined by either
top-down attentional demands or bottom-up saliency.

TALK 2: ADYNAMIC INTERPLAY WITHIN THE
FRONTOPARIETAL NETWORK UNDERLIES RHYTHMIC
SPATIAL ATTENTION

lan C. Fiebelkorn!, Mark A. Pinsk!, Sabine Kastner!; 'Princeton
Neuroscience Institute and Department of Psychology, Princeton
University

Visual-spatial attention boosts neural processing at behaviorally
relevant locations, thereby improving behavioral performance.
Whereas classic studies of spatial attention assumed that these neural
and behavioral effects were continuous over time, several recent
behavioral studies have instead revealed rhythmic fluctuations in
attention-related effects. These rhythmic fluctuations lead to
alternating periods of either heightened or diminished perceptual
sensitivity, determining the moment-to-moment likelihood of detecting
a behaviorally relevant stimulus. Yet the neural basis of these
fundamental rhythms has remained largely unknown. Here, we used
electrophysiological recordings in macaques to demonstrate that
rhythmic sampling during spatial attention results from an ongoing,
dynamic interplay between two hubs of the frontoparietal attention
network: the frontal eye fields (FEF) and the lateral intraparietal area
(LIP). Our results show that neural oscillatory activity organizes
functional interactions between FEF and LIP through phase-amplitude
coupling, with theta (3-8 Hz) phase providing the clocking mechanism
that coordinates two alternating states. The first is an FEF-dominated
state associated with increased beta activity (157-35 Hz) and
relatively better behavioral performance. The second is an LIP-
dominated state associated with increased gamma activity (>35 Hz)
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and relatively worse behavioral performance. Our findings thus show
that theta-band rhythms govern alternating attentional states in the
frontoparietal network, leading to rhythmic sampling of the visual
environment and rhythmic fluctuations in perceptual sensitivity. We
propose that rhythmic sampling provides spatial attention with critical
flexibility, allowing for windows of opportunity when attention can more
easily shift from its present focus to another location.

TALK 3: THE RHYTHMS OF SENSORIMOTOR INTEGRATION:
ACTION PLANNING AND PERCEPTUAL OSCILLATIONS

Alessandro Benedetto!, Maria C. Morrone23; 'Department of
Translation Research on New Technologies in Medicine and
Surgery, University of Pisa, Italy, 2nstitute of Neuroscience,
National Research Council (CNR), Pisa, Italy, 3Scientific Institute
Stella Maris, Pisa, Italy

Action and perception are tightly coupled systems requiring strong
coordination over time. However, how the brain achieves this close
synchronization is still a matter of debate. Recently, a growing body of
scientific literature has shown that voluntary actions can synchronize
the rhythms of vision, suggesting that brain oscillations might be
instrumental for visuomotor integration. In a series of experiments, we
asked participants to perform a contrast discrimination task before,
during, or after executing a hand or saccadic eye movement. We found
that, even a second before executing a voluntary action, visual
contrast sensitivity oscillates in the delta\theta range, phase-locked
with the forthcoming action. These results indicate the presence of an
early signal for an intention to move that triggers perceptual
fluctuations. Importantly, the oscillatory modulations embedded a
motor-related (saccadic or motor-induced) suppression, in agreement
with the involvement of a signal representing the intention to move.
Moreover, voluntary actions triggered oscillations of visual sensitivity
and other perceptual measures at different frequencies, suggesting
the presence of several distinct mechanisms modulating perception.
Finally, we show that the visually-evoked BOLD response in primary
visual cortex (V1) measured with ultra-high (7T) magnetic resonance
imaging fluctuates as a function of the timing of stimulus presentation
after a button press, demonstrating that the rhythmic sensorimotor
interaction operates on very early stages of visual processing.

TALK 4: CAN WE FIND AUDITORY PERCEPTUAL CYCLES?
Benedikt Zoefel'?; "MRC Cognition and Brain Sciences Unit,
Cambridge, UK, 2University of Cambridge, UK

Recent research suggests that the brain cycles between optimal and
less favourable moments for stimulus processing, creating periodic
fluctuations in perception and behaviour, or “perceptual cycles’.
However, most of these findings are restricted to the visual domain
whereas results are sparse and inconsistent for the auditory system.
Here, we adapted previously successful experimental paradigms to
reveal visual rhythms, and transferred them to the auditory domain:
For instance, we created an auditory equivalent of the visual “wagon



wheel illusion”, previously used to demonstrate rhythm in visual
perception; we tested whether processing of auditory information
“reverberates” in the brain, just as for the visual system; and we tested
whether the auditory system would be affected by a sub-sampling of
its input. Surprisingly, most of our attempts revealed that the auditory
system is not able to cope with the consequences of rhythmic stimulus
processing if we assume similar mechanisms as recently discovered
in the visual domain. These results might show us (1) that auditory
perception does not fluctuate rhythmically or (2) that auditory
perceptual cycles critically differ from those observed in the visual
system. We will develop the second alternative and argue that there is
a crucial need of the auditory system to adjust its brain rhythms to
stimulus input. Using brain stimulation methods in combination with
brain imaging, we will support this notion by showing that an
interference with this brain-stimulus adjustment has consequences for
the processing of speech sounds.

TALK 5: EXTENDED DISCUSSION

Extended discussion, for example: How can we reconcile the different
frequencies in perception and behavior? Most findings are restricted
to the visual system - can we transfer findings to other modalities? Is
there a supra-modal "driver" of periodic fluctuations in perception and
action? The audience will be encouraged to participate in this
discussion.

Symposium Session 6

TOP-DOWN ATTENTION TO TIME: A NEURAL
OSCILLATORY PERSPECTIVE

Monday, March 26, 10:00 am - Noon, Back Bay C&D

Chair: Malte Wostmann, University of Liibeck

Speakers: Saskia Haegens, Sanne ten Oever, Anne Keitel, Malte
Woéstmann, Randolph Helfrich

Neural oscillations are thought to organize the rhythmic sampling of
sensory information in time. How top-down attention modulates, but
also depends on, ongoing oscillatory dynamics is poorly understood.
Our speakers will combine recent behavioral, electrophysiological, and
brain stimulation evidence to elucidate on the interplay of top-down
attention and behaviorally relevant neural oscillations. The symposium
will start out with a focus on entrained neural oscillations during
temporal attention. Saskia Haegens will demonstrate that information
about the timing of an upcoming target stimulus shapes neural
entrainment and its relation to target discrimination. Sanne ten Oever
will then show that neural oscillatory phase, but also power, prior to
stimulus onset determines how participants make use of temporal
information. Next, we will focus on top-down attention to human
speech, which is one of the most abundant sensory signals with
inherent rhythmic structure in human environments. Anne Keitel will
highlight the importance of neural tracking of speech rhythms on
different timescales for successful comprehension. Further support for

the functional significance of neural oscillations for attention will be
presented by Malte Wdstmann, who will show that experimentally
induced enhancements of oscillatory power modulate attention to
speech in time and space. Finally, Randolph Helfrich will combine
(non-)invasive electrophysiological and brain stimulation evidence into
an integrative framework, which posits that the prefrontal cortex
orchestrates oscillatory dynamics in sensory networks to implement
attentional selection. The symposium will be of significance to CNS
members interested in the neuroscience of attention and in the neural
oscillatory foundations underlying cognitive control.

TALK 1: RHYTHMIC FACILITATION OF TEMPORAL ATTENTION
AS REVEALED BY PSYCHOPHYSICS AND MEG

Saskia Haegens'; 'Department of Neurosurgery, Columbia
University Medical Center, New York

Here, we studied the oscillatory dynamics involved in temporal
attention, specifically, neuronal entrainment to slow frequency rhythms
(1-7 Hz). We conducted a series of psychophysics and MEG
experiments, testing rhythmic synchronization as a mechanism for
focusing attention on relevant input. Subjects performed an
auditory/visual discrimination task in which they received a temporal
cue, which was either informative (rhythmic condition) or not
informative (random condition) about the timing of the upcoming
target. We found that when a target is presented in-phase with the
cued rhythm (expected), performance is modulated as compared to
both the out-of-phase (unexpected) and the random-mode
(uninformative) conditions. We found that this holds for a range of
rhythms, and that subjects can pick up rhythmic structure both
explicitly and implicitly. Critically, reaction times were substantially
faster when the task rhythm was increased. We then looked into the
neural correlates of these effects and found increased delta band
synchronization, as measured by inter-trial phase coherence, in the
rhythmic compared to the random condition. This was sustained after
the cue, and correlated with task performance: subjects with higher
delta synchronization were faster at the task in general, and rhythmic
(but not random) trials with higher delta synchronization led to faster
responses. Combined, these experiments demonstrate that the brain
can pick up on relevant rhythms in sensory input, even in the absence
of ongoing rhythmic stimulation, and that this affects behavioral
performance.

TALK 2: EEG POWER AND PHASE INFLUENCE TRIAL-BY-TRIAL
BEHAVIORAL RESPONSES IN A TEMPORAL ASSOCIATION
TASK

Sanne ten Oever!, Alexander T. Sack'; 'Department of Cognitive
Neuroscience, Faculty of Psychology and Neuroscience,
Maastricht University

Temporal information can guide our attentional resources to specific
moments in time. It has been proposed that slow frequency oscillations
guide this temporal prediction by aligning ongoing oscillations to
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incoming predictable input. However, temporal predictions are rarely
independent of content predictions. To illustrate, the cuckoo that
shows itself at twelve o'clock drives the interest, not the mere fact of it
being twelve o’clock. In this paradigm we combined both content and
temporal information in a temporal association task. We presented
rhythmic stimulus streams of visual images (between 3 — 8 Hz) after
which an auditory stimulus was presented either at 50 ms or 50 ms +
pi (half a cycle) after the last image onset. Sounds needed to be
categorized in one of two categories. Category A sounds had a 70%
probability to be presented at time point 1 and 30% at time point 2. For
sound B these probabilities were reversed. We analyzed data of the
last three visual images prior to sound onset and related this to
behavioral performance. Two main effects could be dissociated: 1)
trials that were preceded with trials of high power at the presentation
rate tended to be followed with responses inconsistent with the
temporal association. 2) Trials with association inconsistent and
consistent responses had a significantly different mean phase at the
presentation rate. These results indicate that both power and phase
influence how temporal information guides our behavioral responses.
Moreover, it suggests that oscillatory responses contain information
about content as well as time.

TALK 3: NEURAL TRACKING OF DIFFERENT TEMPORAL
SCALES OF SPEECH PREDICTS SUCCESSFUL SPEECH-IN-
NOISE COMPREHENSION

Anne Keitel', Joachim Gross'2, Christoph Kayser'3; 'Institute of
Neuroscience and Psychology, University of Glasgow, Institute
for Biomagnetism and Biosignalanalysis, University of Miinster,
3Cognitive Neuroscience, Bielefeld University

During speech perception, neural oscillations track slow acoustic
fluctuations in the envelope of the speech signal. Speech tracking
involves bottom-up processes, based on acoustic properties, and top-
down processes, based on predictions of upcoming speech segments.
We looked at the contributions of auditory and motor regions to these
processes in a magnetoencephalography study using a speech-in-
noise paradigm. We implemented two novel aspects to gain specificity
about speech-tracking processes. First, we based our analyses on
stimulus-specific time-scales, such as the rate of phrases and words.
Second, we analyzed single-trial comprehension to focus on the
perceptual relevance of speech-tracking processes. Our results
yielded two different speech-tracking processes relevant for
comprehension: First, the left middle temporal cortex tracks speech at
the word time-scale (1.8-3 Hz), which is useful for word segmentation
and mapping the sound-to-meaning. And second, the left premotor
cortex tracks speech at the phrasal time-scale (0.6-1.3 Hz), likely
indicating the use of top-down temporal predictions during speech
perception. Previous studies suggest that the motor system is involved
in predicting the timing of upcoming stimuli by using its intrinsic beta
rhythm. We therefore hypothesized that a cross-frequency coupling
between beta-power and delta-phase at the phrasal time-scale would
be present in the motor system. Indeed, we demonstrate that the motor
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system can exploit temporal regularities in speech via a delta-beta
coupling mechanism and this is directly relevant for comprehension.
To summarize, by using stimulus-specific frequency bands and single-
trial comprehension, we show specific functional and perceptually
relevant speech-tracking processes along the auditory-motor pathway.

TALK 4: STIMULATING THE NEURAL OSCILLATORY DYNAMICS
OF AUDITORY ATTENTION TO TIME AND SPACE

Malte Wostmann', Lea-Maria Schmitt!, Jonas Obleser?;
1Department of Psychology, University of Liibeck

When humans focus attention to the auditory modality, the power of
alpha oscillations (~10 Hz) in the magneto/electroencephalogram
(M/EEG) increases. | will present two studies to demonstrate that
experimentally induced enhancements in alpha power have the
potency to modulate auditory attention to time and space. In both
studies, listeners attended to one of two streams of spoken numbers.
First, the two streams were separated in space during dichotic
listening, which is known to enhance alpha power in the hemisphere
ipsilateral to the attentional focus. While participants (n = 20)
performed the task, we applied continuous 10-Hz transcranial
alternating current stimulation (tACS) to left-hemispheric temporo-
parietal cortex regions. Compared to sham, alpha-tACS enhanced
recall of target numbers in ‘attend-left’ versus ‘attend-right’ trials. When
we stimulated at gamma frequency (47 Hz) in a separate session, this
effect was precisely reversed, which suggests that externally amplified
oscillations can enhance spatial attention and facilitate attentional
selection. Second, when the two speech streams alternated in time,
listeners’ (n = 22) occipito-parietal alpha power in the EEG was
modulated rhythmically, with peaks and troughs placed at the onsets
of attended and ignored numbers, respectively. Listeners were
instructed to close their eyes during every other block, which not only
enhanced baseline alpha power but also the attention-induced
rhythmic modulation thereof. This finding speaks to a stronger neural
separation of attended versus ignored sound in a regime of high alpha
power with closed eyes. | will argue that alpha oscillations constitute
an important top-down signal to implement attentional selection.

TALK 5: OSCILLATORY BRAIN ACTIVITY DETERMINES THE
TIMESCALE OF HUMAN COGNITION

Randolph Helfrich'; 'Helen Wills Neuroscience Institute,
University of California Berkeley

Electrophysiological recordings in humans reveal rich intrinsic
temporal dynamics, which are thought to support sensory and
cognitive processing. However, it remains unclear how time-varying
neural activity supports our continuous perception of the world. In an
alternative account, it has been hypothesized that perception and
cognition might not operate in a continuous but in a rhythmic mode,
where endogenous oscillatory brain activity could periodically sample
the environment, thus, rendering perception discrete. In this talk, |
discuss recent advances that collectively suggest that endogenous
oscillatory brain activity shapes the timescale of top-down guided



visual perception. In particular, alpha band oscillations (8-12 Hz)
support the discrete sampling of the visual environment, while rhythmic
activity in the delta and theta range (2-7 Hz) mediates context-guided
and rule-guided top-down control. By combining psychophysics with
non-invasive (EEG) and invasive (ECoG) electrophysiological
recordings as well as non-invasive brain stimulation methods (tACS)
in humans, | will provide evidence supporting the notion that
perception and cognition exhibit behaviorally-relevant intrinsic
temporal profiles that are shaped by neural activity at the population
level and are mediated by the prefrontal cortex (PFC). Based on
converging evidence | propose a framework in which the PFC serves
as a conductor to orchestrate task-relevant networks through the
selective modulation of oscillatory dynamics, such as phase resetting,
endogenous entrainment and cross-frequency coupling. Taken
together, | posit that the functional architecture of cognition is
inherently rhythmic and neuronal activity at the population level
determines the timescale of top-down guided visual perception.

Symposium Session 7

DEVELOPMENTAL COGNITIVE NEUROSCIENCE: BRAIN
CONSTRUCTION FROM THE FETUS THROUGH OLD AGE
Monday, March 26, 10:00 am - Noon, Constitution Ballroom

Chair: Nim Tottenham, Columbia University
Speakers: Moriah E. Thomason, Nim Tottenham, Adriana
Galvan, Ting Xu,

Human brain function shows incredible dynamics across the lifespan,
requiring up to two decades to reach maturity and then continuing to
evidence change into older ages. Those first two decades comprise a
highly changeable and plastic state of the human brain, when
environmental and genetic actions are among the greatest in one’s
lifetime. The current symposium takes a developmental approach to
understanding human brain function, focusing on this prolonged
construction across the first two decades of life and beyond. Attention
is paid to normative developmental trends, and also to developmental
pathways that lead towards psychopathology. Talks will consider the
fetal, childhood, adolescent, and adult trajectories, with a focus on
subcortical and cortical functional connectivity development. Special
emphasis will be placed on relevant environmental influences at each
stage, facilitating discussions on sensitive periods for human brain
development. The first talk describes resting state functional
connectivity in the fetus and the influences of maternal stress on
prenatal brain development. The second talk transitions to childhood
and describes the action of postnatal sensitive periods on the
construction of subcortical-cortical connections. The third talk extends
development up to adolescence and focuses on the role of puberty on
the neurobiology of risky decision making. The fourth talk takes a
broader view of large-scale network dynamics across childhood into
young adulthood into aging adulthood. The goal across the four talks

is to bridge across the very long brain development that gives rise to
mature functioning.

TALK 1: STRESS OF A MOTHER IS REFLECTED IN THE
DEVELOPING BRAIN OF HER UNBORN CHILD

Moriah E. Thomason'23, Marion |. van den Heuvel'2, Rebecca
Waller?, Elise Turk4, Martijn P. van den Heuve4, Janessa H.
Manning'2, Jasmine Hect!, Edgar Hernandez-Andrade'2, Sonia
Hassan'?, Roberto Romero23; 'Wayne State University,
2Perinatology Research Branch, NICHD/NIH/DHHS, 3University of
Michigan, “University Medical Center, Utrecht, The Netherlands

Increasing evidence supports a strong link between maternal prenatal
stress and altered postnatal brain development. However, whether
stress is reflected in brain development prior to birth, and specifically,
whether maternal prenatal stress alters fetal functional brain systems,
remains an open question. The present study evaluates the potential
association between maternal prenatal stress and global efficiency of
the fetal neural connectome, in utero. Using recent developments in
fetal resting-state fMRI we examined neural functional connectivity in
47 human fetuses scanned between the 30-37th week of gestation.
Participating mothers were recruited from a low-resource and high
stress urban setting, with many reporting high-levels of depression,
anxiety, worry, and stress. We discovered that neural efficiency, a
measure reflecting how economically neural functional systems are
organized, was reduced in fetuses of mothers reporting high prenatal
stress. This effect was pronounced in areas of the cerebellum,
postcentral gyrus, temporal lobes, and cingulate. It appears that
reduced integration of neural systems across gestation may be a
consequence of stress programming during pregnancy. This discovery
informs what has long been speculated, that the stress of a mother
during her pregnancy has an impact on neural connections in the brain
of her unborn child.

TALK 2: CORTICO-AMYGDALA CONNECTIVITY
DEVELOPMENT: THE IMPORTANCE OF CHILDHOOD

Nim Tottenham?; 'Columbia University

Cortico-amygdala connectivity is fundamental to mature emotional
behaviors. While the “top-down” (i.e., cortical-to-amygdala) regulatory
role of these connections has been the focus of most studies in
adulthood, we propose that amygdala-to-cortical connections in
childhood are necessary developmental prerequisites for
establishment of mature neural phenotypes. The current talk presents
evidence showing that connections between the amygdala and medial
prefrontal cortex (mPFC) develop very slowly over childhood and
adolescence. Moreover, | present evidence consistent with a more
excitatory pattern of connections between amygdala and mPFC in
childhood than in adulthood. This pattern, which shows conservation
across species, undergoes a dramatic shift towards the end of
childhood when the transition to adolescence brings about more adult-
like characteristics. | will present cross-sectional and longitudinal
developmental functional magnetic resonance imaging data
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describing age-related changes (beginning at 4-years-old) in
amygdala-mPFC circuitry throughout childhood and adolescence and
how they relate to emerging affective behavior. Additionally,
examination of coincident environmental events in childhood suggests
that amygdala-mPFC phenotypes of childhood are highly
impressionable to external forces, raising the possibility that childhood
is a sensitive period for the construction of amygdala-mPFC learning.

TALK 3: THE DEVELOPING ADOLESCENT BRAIN: INSIGHTS
FROM COGNITIVE NEUROSCIENCE

Adriana Galvan'; 'University of California, Los Angeles

Research on the adolescent brain has exploded in the past decade,
providing insight into characteristic adolescent behavior. The brain
undergoes rapid development in the first few years of life. With
increasingly sophisticated cognitive neuroscience tools over the past
two decades, we have learned that when puberty strikes, there is
another burst of activity in the developing brain. As children become
teenagers, the brain begins what will be the final stretch of its
development, dynamically strengthening and weakening connections
among key regions in response to environmental input. This process
is crucial to making the developmental leap from relative immaturity to
a more mature state. However, similar to other developmental
milestones, there are vast individual differences in the rate at which
individuals undergo increases in brain communication. In this talk, | will
review neural systems that undergo ongoing brain maturation as
individuals transition into and out of adolescence, how these
developmental changes relate to risky decision making, reward
sensitivity, and learning in adolescents, and the implications for legal
and social policies relevant to young people.

TALK 4: MAPPING CHANGES IN BRAIN AREAL ORGANIZATION
ACROSS DEVELOPMENT AND BEYOND

Ting Xu'2, Michael Milham'3; 'Center for the Developing Brain,
Child Mind Institute, 2Chinese Academy of Sciences, 3Center for
Biomedical Imaging and Neuromodulation, Nathan S. Kline
Institute for Psychiatric Research

Models of human brain development have long posited that functional
areas become increasing segregated during the first two decades of
life. However, a comprehensive mapping of changes in areal
organization during brain development has remained elusive. Here we
map age-related changes in brain organization during development,
and beyond, using recently developed gradient-based methods for full
brain cortical parcellation. Specifically, we mapped gradients in
intrinsic functional connectivity similarity (Wig et al., 2013; Gordon et
al., 2014) at the individual level, 2) employed multivariate distance
matrix regression (MDMR; Shehzad et al., 2014) to identify age-related
linear- and quadratic-changes in functional transition profile (i.e.
spatial gradient of intrinsic function connectivity). By using 323
datasets selected from the Enhanced Nathan Kline Institute-Rockland
Sample (NKI-RS) dataset (ages 5-85), we were not only able to test
hypotheses regarding age-related increases in areal segregation
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during development, but that this phenomena reverses later in life, with
areal organization becoming more diffuse. Our analyses revealed
linear age effects in posterior cortex, particularly in primary visual,
sensorimotor, and default mode networks. The quadratic effects were
mainly located in the regions of network borders e.g. default mode,
ventral attention. Finally, at each vertex, we used MDMR to detect age-
related variation (linear, quadratic) in the gradient maps defined across
individuals. The linear and quadratic age-related effects were
predominantly located in the regions of network borders, e.g. default
mode, ventral attention, dorsal attention and frontoparietal network.
These findings not only provide insights into the development of the
areal organization of the brain, also raise cautions for efforts using
atlases and group-level parcellations to guide graph-theoretical
examinations.

TALK 5: Q&A PERIOD
The speakers will take questions from the audience.

Symposium Session 8

MECHANISMS OF SLEEP’S ROLE IN MEMORY AND
EMOTION PROCESSING
Tuesday, March 27, 1:30 - 3:30 pm, Back Bay A&B

Chair: Rebecca Spencer, University of Massachusetts, Amherst
Co-Chair: Jan Born, 1University of Tiibingen

Speakers: Sara C. Mednick, Jan Born, Jessica Payne, Rebecca
Spencer, Rebecca Spencer

Memory consolidation, the transformation of recent experiences in to
long-term memory, occurs over a period of days, months, and years
and depends on sleep. However, how and which new experiences are
consolidated into long-term memory is not understood. Furthermore,
memory stages (encoding, consolidation, retrieval) are known to
change with aging. Understanding the role of sleep in these stages will
reveal important fundamental mechanisms of memory. In this
symposium, four speakers will discuss recent advances in this field
that have provided mechanistic insight into sleep’s role in cognitive
processing, using diverse approaches and age groups. Dr. Sara C.
Mednick will demonstrate new findings on the role of temporal coupling
between the autonomic and central nervous systems during sleep that
contribute to memory formation. Dr. Jan Born will present findings on
the interaction between emotional and non-emotional aspects of
episodic memory consolidation, providing evidence that emotional
memories may be preferentially consolidated during sleep, suggesting
additional sleep-dependent processing beyond that of neutral
memories. Dr. Jessica Payne will discuss selective emotional memory
consolidation in middle aged adults demonstrating that, in this
understudied age-group, slow wave sleep during a daytime nap
supports emotional memory consolidation although this process
weakens with age. Finally, Dr. Rebecca Spencer will present evidence



of slow wave-dependent emotional memory processing in both
children and older adults, suggesting that this mechanism is preserved
with aging and development, although altered by other processes
(e.g., memory biases and sleep distribution).

TALK 1: INVESTIGATING AUTONOMIC AND CENTRAL
NERVOUS SYSTEM CONTRIBUTIONS TO MEMORY
CONSOLIDATION DURING SLEEP.

Sara C. Mednick', Mohsen Naji', Lauren Whitehurst2; 'University
of California Irvine, 2University of California Riverside

New memories need to be transformed into more stable
representations or they will be forgotten. Just as there are many forms
of memory, there are likely many routes whereby these recent
memories can be consolidated. It is well established that sleep is one
period optimized for consolidation (Mednick, 2015). A different line of
research has demonstrated a significant contribution of the autonomic
nervous system (ANS) for memory consolidation during waking
(McGaugh, 2013). Post-encoding vagotomy impairs memory in
rodents (Williams & Jensen, 1993). In humans, vagal nerve stimulation
during declarative verbal memory consolidation enhances recognition
memory (Clark, Naritoku, Smith, Browning, & Jensen, 1999). In
addition, we have recently shown that ANS activity during sleep is
associated with memory consolidation of both repeated (declarative)
and primed (non-declarative) memories (Whitehurst, Cellini, McDevitt,
Duggan, & Mednick, 2016). Together these findings suggest that
interactions between the central and autonomic nervous system
during sleep may play a role in sleep-dependent memory processes.
In my talk, | will address the question: What is the role of the autonomic
nervous system in sleep-dependent memory consolidation? For this
question, | will first review findings on the role of the parasympathetic
nervous system in sleep-dependent cognitive processes with our
recent data on heart rate variability and it's contribution to memory
improvement. Second, | will show new findings using high-temporal
resolution analysis of heart/brain signals via electroencephalography
(EEG) and autonomic heart beat-to-beat intervals (RR intervals) from
electrocardiography (ECG) during wake and daytime sleep. Using this
technique we have identified bursts of ECG activity that last 4-5
seconds and predominate in non-rapid-eye-movement sleep (NREM).
Using event-based analysis of NREM sleep, we found an increase in
memory-related sleep events 5 secs prior to peak of the heart rate
burst, as well as a surge in vagal activity. Furthermore, these
Autonomic/Central Events (ACE) positively predict post-nap
improvement in a declarative memory task above and beyond sleep
without ACE activity. These results provide the first evidence that
coordinated autonomic and central events play a significant role in
declarative memory consolidation. In summary, | will illustrate a
dynamic relationship that exists between the autonomic and central
nervous system that facilitates the consolidation of recent experiences
into long-term memories.

TALK 2: INTERACTING EFFECTS OF EMOTIONAL AND
EPISODIC MEMORY CONSOLIDATION DURING SLEEP

Jan Born', Elaina Bolinger'; "University of Tiibingen

Emotions can be considered as a set of responses (expressed via
autonomic nervous system, verbal report, etc) that emerge during
experienced episodes, i.e., events (items) occurring in a specific
spatio-temporal context (source). Sleep is known to enhance memory
for episodes, with this effect conveyed mainly by slow wave sleep
(SWS). Also, sleep is thought to particularly enhance emotional
memories, with this effect mainly conveyed through rapid eye-
movement (REM) sleep. It is thusfar unclear how processes of
episodic and emotional memory consolidation interact during sleep.
Which aspect of episodic memory (item, source) is enhanced by
emotional memory consolidation during sleep, and which is the sleep
stage (SWS or REM) that produces this enhancement? To shed light
on these questions, in my talk | will concentrate on two studies in
healthy volunteers (Groch et al. 2015, Bolinger et al. 2017). In the first,
we presented aversive and neutral pictures (items) on a screen
together with colored frames (source) shortly preceding the
presentation of the picture, before early-night SWS-rich or late-night
REM sleep-rich retention intervals, and thereafter retrieval was tested.
Only after REM-rich sleep, and not after SWS-rich sleep, was there a
significant emotional enhancement, i.e., a superior retention of
emotional over neutral pictures. After SWS-rich sleep the retention of
picture-frame associations was better than after REM-rich sleep.
However, this benefit was observed only for neutral pictures; and it
was completely absent for the emotional pictures. We concluded that
REM sleep favors the emotional enhancement specifically of item
memory whereas SWS enhances the item-source binding. But, strong
emotional enhancement of item memory might impair SWS-induced
strengthening of item-source binding. In the second study, we
presented aversive and neutral pictures before and after periods of
sleep and wakefulness, and analysed the enhancement in the
emotional response using different measures, i.e., heart rate
deceleration (HRD), subjective ratings and the late positive EEG
potential response (LPP). Sleep increased the emotional response in
HRD with this effect being associated with REM sleep theta activity,
whereas sleep decreased the emotional response in ratings and the
LPP. Overall, we conclude that REM sleep enhances emotional item
memory with this effect coupled to an enhancing effect on the
automatic emotional (HRD) response. Concurrently, SWS enhances
episodic memory aspects (source, item-source coupling), and this
effect might favor enhanced cognitive control of emotions as reflected
in sleep induced decreases in LPP and subjective ratings.

TALK 3: PREFERENTIAL CONSOLIDATION OF EMOTIONALLY
SALIENT INFORMATION DURING A NAP IS PRESERVED IN
MIDDLE AGE

Jessica Payne?!, Sara Alger?; 1University of Notre Dame, 2Walter
Reed Army Institute of Research
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Sleep preferentially preserves aspects of memory that are most salient
and valuable to remember, often at the expense of memory for less
relevant details. One example of such a selective memory effect is
observed when examining memory for complex emotional
experiences. We consistently find that memory for the emotionally
salient focus of the episode is preferentially preserved, while memory
for neutral, contextual detail is forgotten or even suppressed.
Importantly, the magnitude of this ‘emotional memory trade-off effect’
increases over a period of sleep (Payne et al., 2008; Payne &
Kensinger, 2011), demonstrating that this phenomenon is not simply
the product of attentional factors during encoding, but to active
processes unfolding during sleep (Bennion et al., 2015). Both daytime
naps (Payne et al., 2015) and nocturnal sleep (Payne et al., 2008,
2012) enhance the emotional memory trade-off effect, with memory for
emotional components correlated with slow wave sleep (SWS) during
the day and rapid eye movement (REM) sleep overnight. These
studies have primarily sampled from young adult populations.
However, both sleep and memory are altered by middle age. Thus, the
aim of the present study was to examine how increasing age affects
sleep-based mechanisms of emotional memory prioritization, using a
daytime nap protocol to compare young to middle-aged adults — an
understudied age group. In both age groups, a nap soon after
encoding scenes that contained a negative or neutral object on a
neutral background led to superior retention of memory for emotional
objects at the expense of memory for the neutral backgrounds.
Properties of SWS were related to memory for salient information,
although we demonstrate that these relationships weaken with age.

TALK 4: CHANGES IN SLEEP-DEPENDENT EMOTIONAL
MEMORY PROCESSING WITH AGING AND DEVELOPMENT.

Rebecca Spencer!, Bethany Jones!, Amanda Cremone’;
University of Massachusetts, Amherst

Sleep is critically involved in emotional regulation and emotional
memory in young adults. Although this process has been associated
with REM sleep, it is clear from recent studies that slow wave sleep
(SWS) also plays a role. However, both sleep and emotion processing
evolve across development and with aging. Thus, we will present two
studies investigating the role of sleep in emotional memory and
reactivity in both children and older adults. In the first study, we will
present findings from early childhood (3-5 yrs), an age characterized
by daytime naps. Although the architecture of naps mimics that of
overnight sleep, REM sleep is largely absent in naps at this age. When
children are presented with emotional faces prior to the nap or an
equivalent interval awake, memory for the items is similar when
subsequently probed. However, when probed again the next day,
memory is greater when the children napped following learning the
prior day. Moreover, using a Dot Probe task, we find that the emotional
attention bias present prior to the nap/wake interval is reduced
following a nap but not when children stay awake during naptime.
Importantly, this benefit of sleep on emotional attention regulation is
specifically associated with slow wave activity. In a second study, we
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likewise assessed emotional memory following intervals of sleep (in
this case overnight sleep) and wake in young (18-26 yrs) older (50-80
yrs) adults using an emotional picture paradigm. Compared to waking,
sleep preserved subjective reactivity and memory for positive but not
negative pictures in older adults and negative but not positive pictures
in young adults. Memory for positive pictures in older adults was
associated specifically with time spent in SWS. Furthermore, SWS
was related to the ratio of positive to negative affect in older adults and
inversely related to this ratio in young adults. These relationships were
strongest for older adults with high memory for positive pictures and
young adults with high memory for negative pictures. Collectively,
these studies support a role of SWS in emotional memory processing
across the lifespan in spite of changes in sleep architecture. Yet,
changes in sleep distribution across the day and memory bias
nonetheless contribute to developmental and age-related changes in
sleep-dependent emotion processing.

TALK 5: FACILITATED DISCUSSION

Rebecca Spencer?; 'University of Massachusetts, Amherst

We will use about 2-5 mins to introduce basic concepts and present
an overview of the symposium. We will use the remaining time at the
end of the symposium for a facilitated discussion - with a summary
slide and themes presented for 2-5 mins to help facilitate the Q&A.

Symposium Session 9

NEURAL DEDIFFERENTIATION AND AGE-RELATED
COGNITIVE DECLINE

Tuesday, March 27, 1:30 - 3:30 pm, Back Bay C&D

Chair: Joshua Koen, University of Texas at Dallas
Co-Chair: Michael Rugg, University of Texas at Dallas
Speakers: Thad A. Polk, Caitlin Bowman, Joshua D. Koen,
Morgan D. Barense, Michael D. Rugg

Aging is associated with a decline in the regional specificity and
precision of neural representations and the processes that operate on
them. This decline has been referred to as age-related neural
dedifferentiation. It has been studied most frequently in extra-striate
visual cortex, with several reports that older adults show lower regional
specificity in their neural responses to different visual categories than
their younger counterparts. This symposium will present research that
goes beyond these earlier observations to shed light on possible
mechanisms underlying neural dedifferentiation and to link it to age-
related performance differences in a variety of cognitive domains.
Thad Polk will present findings that link age-related differences in
cortical GABA availability to neural dedifferentiation in a number of
brain regions, and to differences in “fluid” cognitive functions. Caitlin
Bowman will discuss how reductions in the fidelity of neural
representations are associated with age-related increases in false
memory. Joshua Koen will provide evidence that neural



dedifferentiation plays a role in the well-known difficulties of older
adults in episodic memory encoding. Finally, Morgan Barense will
report that the impoverished representations of visual objects that are
characteristic of Alzheimer's disease are associated with abnormal
viewing patterns related to volumetric reductions in entorhinal cortex.
Together, the presentations and subsequent discussion will highlight
the importance of neural dedifferentiation to the understanding of age-
related differences in cognitive performance, link the phenomenon to
broader notions of dedifferentiation current in the cognitive aging
literature, and identify important avenues for future research.

TALK 1: AGE-RELATED NEURAL DEDIFFERENTIATION:
SCOPE, CAUSE, AND CONSEQUENCES

Thad A. Polk®; 'University of Michigan

Previous work has found evidence for age-related neural
dedifferentiation in visual cortex: Neural activation patterns in
response to different visual stimuli are less distinctive in older
compared with younger adults. Furthermore, individual differences in
neural distinctiveness predict individual differences in behavior across
a range of fluid processing tasks. Animal work suggests that age-
related reductions in the inhibitory neurotransmitter GABA might play
arole, but GABA has not been extensively studied in human aging. In
this talk, I'll present results from the Michigan Neural Distinctiveness
(MIND) project investigating the scope, cause, and consequences of
age-related neural dedifferentiation in humans. We are using
functional magnetic resonance imaging to measure the distinctiveness
of neural activation patterns in response to faces vs. houses in visual
cortex, in response to speech vs. music in auditory cortex, in response
to left- vs. right-hand button presses in motor cortex, and in response
to left- vs. right-hand vibrotactile stimulation in somatosensory cortex.
We also use magnetic resonance spectroscopy to measure resting
GABA levels in visual, auditory, and sensorimotor cortex in the same
individuals. Finally, all participants complete an extensive battery of
behavioral tasks. In this talk, I'll present data showing that (1) neural
distinctiveness declines with age in multiple cortical regions, not just
visual cortex; (2) GABA levels also decline with age across cortical
regions; (3) participants with higher GABA levels exhibit greater neural
distinctiveness; and (4) participants with higher GABA levels and
greater neural distinctiveness perform better on a range of fluid, but
not crystallized, processing tasks.

TALK 2: INVESTIGATING DEDIFFERENTIATION IN VISUAL
CORTEX UNDERLYING FALSE MEMORIES IN AGING

Caitlin Bowman'2, Christina Webb', Jordan Chamberlain?, Nancy
Dennis’; 'Penn State University, 2University of Oregon

We propose that age-related increases in false recognition are due, in
part, to reductions in the fidelity of item representations in visual cortex
that help to detect mismatch between targets and lures. To test for
age-related dedifferentiation in neural representations we combined
univariate analyses with an encoding-retrieval pattern similarity (ERS)
analysis in young and older adults to compare the overlap in neural

representations between retrieval lures and their respective targets at
encoding. We then aimed to link these similarity patterns to memory
performance. Results showed greater ERS for targets and lures
compared to completely new items in several regions within the
retrieval network. Across age groups, ERS tracked false recognition in
inferotemporal cortex and middle temporal gyrus, suggesting that
memory representations in these regions lack the specificity
necessary to distinguish between targets and related lures. However,
age differences were identified in more posterior visual regions,
including lateral occipital cortex, where older adults showed similar
ERS for both retrieval targets and lures. These representations were
linked to both target recollection and lure rejection. Additionally, neural
representations in early visual cortex distinguished targets and lures
in young, but not older adults. Together, results support the idea that
dedifferentiation in aging reflects reduced reactivation of target
representations that facilitate lure rejection, contributing to increased
false recognition.

TALK 3: THE RELATIONSHIP BETWEEN AGE, NEURAL
DEDIFFERENTIATION, AND MEMORY ENCODING

Joshua D. Koen', Nedra Hauck!, Michael D. Rugg*; "University of
Texas at Dallas

We describe research examining the hypothesis that age-related
neural dedifferentiation results in degraded memory representations
that contribute to the well-recognized age-related decline in episodic
memory. This hypothesis was tested using trial-level neural (BOLD)
responses elicited in the parahippocampal place area (PPA) and
lateral occipital cortex (LOC) while young and older adults studied
pictures of objects and scenes for a subsequent memory task. There
were two key findings relating neural dedifferentiation to memory. First,
a ‘differentiation index’ measuring the preferential response of the PPA
and LOC to scenes and objects, respectively, predicted across-
participant differences in recognition memory. Second, a within
category pattern similarity measure (the correlation between across-
voxel profiles of BOLD response for a given category member with all
other members) was differentially predictive of memory in young and
older adults. In young adults, trials that were subsequently recollected
were more similar to each other than trials for which subsequent
recollection failed. This relationship was not present in older adults. In
addition, estimates of within category pattern similarity were lower in
older than in young adults. This latter finding suggests that aging is
associated with a decline in the stability with which individual events
are represented in category-selective cortical regions. Together, the
results suggest that age-related neural dedifferentiation is associated
with less efficacious encoding processes. They further indicate that
neural dedifferentiation is multifaceted, and likely cannot be captured
by a single neural index.

TALK 4: IMPOVERISHED REPRESENTATIONS OF OBJECT
STIMULI REVEALED BY ABNORMAL EYE MOVEMENT
BEHAVIOUR

43 Cognitive Neuroscience Society



Morgan D. Barense'?, Lok-Kin Yeung?, Jennifer Ryan'2, Rosanna
Olsen'Z; 'University of Toronto, 2Rotman Research Institute,
3Columbia University Medical Center

Alzheimer’s disease pathology appears earliest in brain regions that
overlap with the anterolateral entorhinal cortex (alERC). However, the
representations and the computational properties of the alERC are
poorly understood. Previous human studies treat the alERC as an
extension of the neighboring perirhinal cortex, supporting object
memory. Animal studies suggest that the alERC may support the
spatial properties of objects. In a group of older adult humans at the
earliest stages of cognitive decline, we used eye movement analyses
to show that alterations in alERC volume were related to abnormal
visual processing of the spatial attributes of objects. This work
suggests that the earliest stages of Alzheimer's disease are
associated with a fundamental attentional or perceptual deficit that
leads to less precise stimulus representations, which will in turn have
cascading effects on many aspects of cognition.

TALK 5: AGE-RELATED NEURAL DEDIFFERENTIATION - SOME
POINTS FOR DISCUSSION

Michael D. Rugg’; 'University of Texas at Dallas

In this brief discussion, | will give an overview of the different ways in
which the concept of dedifferentiation is applied in the cognitive
neuroscience of aging, drawing on the prior presentations for
examples. | will discuss whether these different conceptualizations,
and the accompanying empirical findings, are consistent with the
existence of single, age-sensitive neural mechanism. In addition, | will
relate these ‘neural’ conceptualizations to earlier notions of
dedifferentiation that arose from a quite different perspective — the
long-standing, but still disputed, observation that performance
measures on tasks tapping into different cognitive domains become
more correlated with age. The presentation will set the scene for a
general discussion between the symposium presenters and the
audience.

Symposium Session 10

HIERARCHICAL CORTICAL RHYTHMS AND TEMPORAL
PREDICTIONS IN AUDITORY AND SPEECH PERCEPTION
Tuesday, March 27, 1:30 - 3:30 pm, Constitution Ballroom

Chair: Anne Keitel, University of Glasgow

Co-Chair: Johanna M. Rimmele, Max Planck Institute for
Empirical Aesthetics

Speakers: Anne Kosem, Benjamin Morillon, Johanna M.
Rimmele, Giovanni M. Di Liberto, Andrea E. Martin

Auditory perception, in particular speech comprehension, involves
hierarchical rhythmic processes at distinct acoustic and neural time
scales. These processes include the tracking of acoustic fluctuations
and linguistic features, as well as temporal predictions about those
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units. In this symposium, we will present new empirical data and
evidence from computational modelling that highlights specific roles
for rhythmic brain activity during auditory and speech processing. The
symposium will start with Anne Késem, who will provide evidence that
speech entrainment in the delta and theta bands reflects separate
processes that affect intelligibility, and that temporal prediction is a
crucial part of entrainment. Benjamin Morillon will further specify the
contentious role of motor cortex in generating temporal predictions
during auditory perception. Based on this auditory infrastructure, we
turn to the representation of different linguistic features in rhythmic
brain activity. Johanna M. Rimmele will disentangle lexical and sub-
lexical effects on speech segmentation and highlight the role of
hierarchical speech networks. Giovanni M. Di Liberto will then present
analyses that disentangle the hierarchical contributions of phonetic-
level features and speech acoustics to low-frequency entrainment in
auditory cortex. Finally, Andrea E. Martin will discuss how hierarchy
and rhythm may be organising principles of neural systems for speech
and language processing and how they might emerge in different
computational architectures (including deep learning and symbolic-
connectionist systems). In summary, this symposium features recent
empirical findings and theoretical insights that highlight the importance
of rhythmic structure, temporal predictions, and hierarchy in auditory,
speech, and linguistic processing.

TALK 1: DISSOCIATING THE ROLES OF THETA AND DELTA
NEURAL ENTRAINMENT IN SPEECH PROCESSING

Anne Kosem'2, Bohan Dai'?; 'Max Planck Institute for
Psycholinguistics, 2Donders Institute for Brain, Cognition and
Behaviour

While neural oscillations entrain to the dynamics of speech at distinct
time scales, it is yet unclear whether neural entrainment observed
across studies and frequency ranges reflect the same underlying
mechanism. Here, we contrast data from two studies to highlight
dissociable roles of neural entrainment in speech perception. The first
study provides evidence that neural entrainment reflects temporal
predictions, as it is shown to sustain after stimulation and hence to
contain information on past speech dynamics. Crucially, sustained
entrainment influences speech perception. In addition to temporal
predictions based on rhythmic acoustic information, neural
entrainment can also be a marker of speech-specific processes. In a
second study, we show in a multi-talker environment that the
intelligibility of distracting speech influences the comprehension and
neural entrainment of attended spoken sentences. In this task, the
distracting signals are noise-vocoded speech that are initially
unintelligible but become intelligible via training. Noise vocoded
distractors impair more strongly the understanding of target speech
after training (i.e. when they are intelligible) than before training.



Neural entrainment to target speech also diminishes in the presence
of an intelligible distractor, suggesting that entrainment here reflects
disrupted linguistic processing of attended speech due to competition.
Importantly, temporal predictability effects are observed at frequency
ranges associated with strong rhythmicity of the speech envelope in
the theta range (3-8 Hz), while linguistic modulations of entrainment
are only reported for delta oscillations (1-3 Hz). Hence, delta and theta
neural entrainment may relate to separate mechanisms occurring at
distinct stages of speech analysis.

TALK 2: MOTOR ORIGIN OF TEMPORAL PREDICTIONS IN
AUDITORY ATTENTION

Benjamin Morillon®; 'Aix Marseille University, INSERM

Temporal predictions are fundamental instruments for facilitating
sensory selection, allowing humans to exploit regularities in the world.
It is proposed that the motor system instantiates predictive timing
mechanisms, helping to synchronize temporal fluctuations of attention
with the timing of events in a task-relevant stream. | will present a
neurophysiological account for this theory in a paradigm where
participants track a slow reference beat while extracting auditory target
tones delivered on-beat and interleaved with distractors. At the
behavioral level | will show that overt rhythmic movements sharpen the
temporal selection of auditory stimuli, thereby improving performance.
Capitalizing on magnetoencephalography recordings | will provide
evidence that temporal predictions are reflected in Beta-band (~20Hz)
energy fluctuations in sensorimotor cortex and modulate the encoding
of auditory information in bilateral auditory and fronto-parietal regions.
Together, these findings are compatible with Active Sensing theories,
which emphasize the prominent role of motor activity in sensory
processing.

TALK 3: LEXICAL AND SUB-LEXICAL EFFECTS ON SPEECH
SEGMENTATION

Johanna M. Rimmele', Yue Sun', Georgios Michalareas', Oded
Ghitza'2, David Poeppel'?; "Max Planck Institute for Empirical
Aesthetics, 2Boston University, 3New York University

Linguistic processing may affect the phase-locking of cortical theta
oscillations to the speech acoustics, possibly due to a top-down
modulation. Specific temporal dynamics might underlie this
hierarchical processing, involving connectivity between frontal, motor
areas and auditory cortex in the delta- and theta-band. It is unclear,
however, at which linguistic level top-down effects occur and which
mechanisms underlie this reinforcement. Here, we recorded
Magnetoencephalography during a frequency-tagging paradigm to
investigate effects of lexical access and sub-lexical contingencies on
the temporal segmentation at the syllabic scale. Two experiments
were conducted: Experiment 1, with sequences of German (native)
and Turkish (foreign) words, and Experiment 2, with sequences of
German and Non-Turkish words (without sub-lexical contingencies).
Syllable rate was 4 syllables/sec and word rate was 2 words/sec.
Acoustic cues and sub-lexical contingencies for word grouping were

removed and controlled between languages. In Experiment 1, we
hypothesized brain-wave spectral peaks at 2 Hz due to lexical access,
for German stimuli but not for Turkish stimuli. In Experiment 2, the
effect of sub-lexical statistics was measured. In both experiments we
expected top-down effects to increase connectivity between higher
order processing areas and the auditory cortex. Our findings provide
evidence for lexical segmentation at 2 Hz in frontal and temporal brain
areas. Interestingly, participants were sensitive to sub-lexical
contingencies even when listening to a non-native language. Sub-
lexical contingencies resulted in broad activation increases in frontal,
temporal and motor areas at 2 Hz. The findings provide new insights
into the temporal dynamics and localization of hierarchical lexical-
related processes.

TALK 4: ISOLATING NEURAL INDICES OF CONTINUOUS
SPEECH PROCESSING AT THE PHONEME-LEVEL

Giovanni M. Di Liberto'23, Michael J. Crosse4, Alain de
Cheveigné'235 Edmund C. Lalor®$; 'ENS Paris, 2CNRS, *Trinity
College Dublin, “Albert Einstein College of Medicine, SUCL,
University of Rochester

In recent years it has been firmly established that auditory cortical
activity tracks the temporal amplitude-envelope of speech. However,
the specific hierarchical levels from which this phenomenon stems
remain unclear. Our aim was to clarify whether low-frequency cortical
activity tracks phoneme-level features of speech as well as acoustic-
level features. To this end, participants were presented with natural
speech from an audio-book while non-invasive
electroencephalographic (EEG) signals were recorded. Parts of the
EEG signal that differentially reflect responses to either phonemic units
or acoustic attributes were identified by means of a regularised ridge
regression analysis. This demonstrated that low-frequency cortical
tracking of speech entails more than responses to acoustic-level
attributes and, concurrently, this provides us with a novel framework
to isolate cortical tracking of different speech attributes. A second
study was conducted to further assess this framework and,
specifically, its ability to isolate and quantify cortical tracking to
phonetic features from the responses to speech acoustics. This
involved implementing a perceptual pop-out paradigm that, by
providing or not providing prior predictive knowledge on the upcoming
stimuli, allowed for the comparison between two conditions consisting
of the same stimulus but different perceived clarity. Our findings show
an impact of prior information on phoneme-level cortical tracking in the
delta-band (1-4 Hz). Overall, these experiments suggest that a
dependent measure of speech processing at the phonemic-level can
be derived using non-invasive, low frequency EEG.

TALK 5: LINKING LANGUAGE AND OSCILLATIONS THROUGH
RHYTHMIC COMPUTATION

Andrea E. Martin'; "Max Planck Institute for Psycholinguistics

One way to reconcile formal linguistic representations with the
physicality of speech given the computational constraints of neural

45 Cognitive Neuroscience Society



systems may be to capitalize on time and rhythm in computation. Time
naturally encodes relationships between stimuli in the environment,
and, in a neural network that is appropriately sensitive, rhythmic
activation patterns or oscillations can be incurred by such temporal
structure. | will discuss how different neural network architectures,
(including deep learning systems and a time-sensitive symbolic-
connectionist model) might capitalize on time and rhythm to process
sentence structures. | argue that rhythmic computation offers an
explicit mechanism for how the brain could process and combine
representations across multiple timescales, providing a linking
hypothesis between the computation of linguistic representations and
oscillations that has nascent but broad implications for discovering the
first principles of computation in the human brain.
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Issaku Kawashima'2, Hiroaki Kumano', Keiko Momose'; "Faculty of Human
Sciences, Waseda University, 2Graduate School of Human Sciences,
Waseda University
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Poster A1 Behavioural and electrophysiological
measurements of lapses in sustained auditory attention
Alice E Milne', Daniel | R Bates', Maria Chait'; "UCL, London
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Poster A2 Anticipatory EEG Activity during Somatosensory
Selective Attention relates with Executive Function

Staci Meredith Weiss', Rebecca Laconi', Peter Marshall'; 'Temple
University
Topic Area: ATTENTION: Multisensory

Poster A3 Default-Executive coupling in attention control
after traumatic brain injury with task functional magnetic resonance
imaging in longitudinal study.

Shun-Chin Wu'2, Lei Wang', Fan-pei Gloria Yang?, Furen Xiao*;
"Northwestern University, Chicago, IL 60611, USA, 2National Defense
Medical Center, School of Medicine, Taipei, Taiwan, 3National Tsing Hua
University, Hsinchu, Taiwan, “National Taiwan University Hospital, Taipei,
Taiwan
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the fidelity and connectivity of stimulus representations across large-
scale brain networks

David Rothlein, Joseph DeGutis'?2, Michael Esterman’3; VA Boston
Healthcare System, 2Harvard Medical School, *Boston University School of
Medicine

Topic Area: ATTENTION: Other

Poster A6 Visual search alpha: A novel window into
lateralized visual attention processes

Matthew D. Bachman', Berry van den Berg?, Lingling Wang?, Marissa L.
Gamble?, Kait Clark5, Marty G. Woldorff'; 'Duke University, 2University of
Groningen, 3GE China, “Boston University, SUniversity of the West of
England

Topic Area: ATTENTION: Spatial
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Poster A7 Little to no effects of action video games on
visuospatial cognition: evidence from intervention and individual
differences studies

Joseph Arizpe'2, Anika Guha3#4, Amyeo Jereen3?, Jeremy Wilmer?, Joe
DeGutis'?; 'Harvard Medical School, 2Boston Veterans Affairs Medical
Center, 3Wellesley College, “University of California Los Angeles, *University
of South Florida

Topic Area: ATTENTION: Spatial

Poster A8 An ERP study examining false-belief
understanding in adolescents

Elisabeth E.F. Bradford', Victoria E.A. Brunsdon', Heather Ferguson';
"University of Kent, U.K.
Topic Area: EMOTION & SOCIAL: Development & aging

Poster A9 Patterns of neural response during emotional face
processing in 3-year-old children: a functional near-infrared
spectroscopy study

Julia Cataldo?, Katherine Perdue'?2, Ruby Aimanza', Hannah Behrendt'#,
Charles Nelson'23; 1Boston Children's Hospital, 2Harvard Medical School,
3Harvard Graduate School of Education, “University Hospital RWTH Aachen
Topic Area: EMOTION & SOCIAL: Development & aging

Poster A10 Mindfulness-Based Stress Reduction Improves
Fear Extinction: An fMRI Investigation

Gunes Sevinc'?, Britta Holzel®, Muhammed Milad', Sara W. Lazar'?;
"Massachusetts General Hospital, Division of Psychiatry, ZHarvard Medical
School, 3Technical University of Munich, Klinikum rechts der Isar
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Poster A11 Impulsivity and Apathy Predict Involvement of
Inhibitory Control Regions During Cognitive Interference

Emily Hahn', Julia Felicione!, Aishwarya Gosai', Matthew Boggess', Alex
Rockhill', Amy Peters2, Alik Widge!, Darin Dougherty!, Thilo Deckersbach';
"Massachusetts General Hospital/Harvard Medical School, 2University of
Illinois at Chicago

Topic Area: EMOTION & SOCIAL: Emotion-cognition interactions

Poster A12 Sexually Dimorphic Pupillary Responses During
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Administration

Fatma Giilhan Saragaydin’, Didem Gokgay'; 'Middle East Technical
University

Topic Area: EMOTION & SOCIAL: Emotion-cognition interactions
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Rafal Jonczyk'2, Guillaume Thierry3; 'Adam Mickiewicz University,
2Pennsylvania State University, 3Bangor University
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Orleans, LA, USA
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